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Retire - for Me ...
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Business Professor Designs Game to Help Industry Profess

NAVIGATION Motzev Has Shared Research Results at Worldwide Conferences | g
News s |
Archive By: Becky St. Clair
Name Change

Who says professionals can’t have fun? Mihail Motzev,
School of Business at Walla Walla University, spent thr
what is essentially a game for businesspeople. His lates S anumass

“Intelligent Techniques in Simulatiop A Hybrid

o MONEY retirement
|

research grant
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COLLEGES Don’t Run Out of Money in Retirement
As a member of the International Simulation and Gaming A If you have a $500,000 portfolio, download the guide by Forbes columnist Ken Fisher’s firm. Even if you're not
research at many conventions, most recently in Romania, Pc sure how to start rebuilding your portfolio or who to tum to for help, this must-read guide includes research and
RECIONL UNVERE - 5 3 analysis you can use right now. Don’'t miss it! Click Here to Download Your Guide! F I TS
-‘nf’;’; ) present at the ISAGA/IFIP (International Federation for Inf sy J Sissabictio

summer.
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Best Places to Retire for Foodies

By EMILY BRANDON | Read Full Story

Walla Walla, Wash.

Sweet onions and wheat were
once Walla Walla's best-known
exports. But the city is now
speckled with wine tasting
rooms featuring acclaimed
cabernets, merlots, and syrahs
and intimate restaurants that
make adept use of the locally
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STATISTICAL LLEARNING

INETWORKS
Fundamentals:

« "Artificial Intelligence” was coined by John McCarthy '
(Dartmouth College - 1956) to distinguish the field
from cybernetics and escape the influence of the
cyberneticist Norbert Wiener.

 Artificial general intelligence (AGI) studies Gl (the
ability to take on any arbitrary problem) exclusively.
Most Al research usually produced programs that
can solve only one problem (narrow Al).

« “Statistical learning"” techniques such as HMM and
neural networks gain higher levels of accuracy in
many practical domains such as data mining,
without necessarily acquiring a semantic

s understanding of the datasets. © 2025 by M&M




STATISTICAL LLEARNING

INETWORKS
Fundamentals:

o Artificial general intelligence (AGI, strong Al, full Al
etc.) is the hypothetical ability of an intelligent agent
to understand or learn any intellectual task that a
human being can.

 Narrow Al (weak Al) is limited to the use of software
to study or accomplish specific pre-learned problem
solving or reasoning tasks (expert systems).

* In the 1990s and early 21st century, mainstream Al
achieved great commercial success and academic
respectability by focusing on specific sub-problems
where they can produce verifiable results and
commercial applications, such as artificial neural

¢ networks and statistical machine learning. © 2025 by M&M




STATISTICAL LLEARNING

INETWORKS
Fundamentals:

“+ Machine Learning (ML) is an umbrella term for solving
problems for which development of algorithms by human
programmers would be cost-prohibitive, and instead the
problems are solved by helping machines 'discover’ their
'own’ algorithms, without needing to be explicitly told
what to do by any human-developed algorithms.

ML is also known in its application across business
problems as predictive analytics. Although not all ML is
statistically-based, computational statistics is an
Important source of the field's methods.

« The term was coined in 1959 by Arthur Samuel (IBM)

7 © 2025 by M&M
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STATISTICAL LLEARNING
INETWORKS

Predictive analytics and Statistical
learning

* Predictive analytics encompasses a variety of
techniques from statistics, machine learning and data
mining that analyze current and historical facts to make
predictions about future or otherwise unknown events -
technically, predictive analytics is an area of data
mining that deals with extracting information from data
and using it to predict trends and behavior patterns.

« Statistical learning techniques such as hidden Markov
models and neural networks gain higher levels of
accuracy in many practical domains such as data
mining, without necessarily acquiring a semantic
understanding of the datasets. |l{@: g‘ /»

9 © 2025 by M&M



STATISTICAL LLEARNING
INETWORKS

Fundamentals:

* Network — a function (model) represented by the
composition of many basic functions (models).

« Basic function — element, unit, building block,
network node, artificial neuron, partial model.

* A Learning Network estimates its function from
representative observations of the relevant
variables.

 From a data mining perspective, Artificial Neural
Networks (ANNs) are just another way of fitting a
model to observed historical data in order to be

able to make classifications or predictions.
10 © 2025 by M&M



STATISTICAL LLEARNING

NETWORKS
Learning Models & Approaches

* Supervised learning - is the machine learning task
of learning a function that maps an input to an
output based on example input-output pairs.

* Unsupervised learning - looks for previously
undetected patterns in a data set with no pre-
existing labels and with a minimum of human
supervision, also known as self-organization.

« Semi-supervised learning - an approach to
machine learning that combines a small amount of
labeled data with a large amount of unlabeled data
during training.

11 © 2025 by M&M



Knowledge Discovery in Databases —

. “ldentification of underlying patterns, categories,
and behaviors in large data sets using

techniques such as neural networks and DM"*

An overview of KDD process

IﬂtEi‘pl‘EtﬂtiClﬂ {

—= A
(s ) \‘a. & I

Transtormed
Preprocessed Data Data

Target Date g

12 © 2025 by M&M




Knowledge

A Framework

Discovery from Data

for Knowledge Discovery in
Databases

13
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STATISTICAL LLEARNING

INETWORKS
Data Mining

14

. Data mining is the process of

exploration and analysis (by automatic
or semi- automatic means) of large
quantities of data in order to discover

meaningful patterns and rules.

0
1O
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STATISTICAL LLEARNING
NETWORKS

Data mining activities:

15

Classification: learning a function that maps (classifies) a data item into
one of several predefined classes;

Estimation (regression): learning a function that maps a data item into a
real-valued prediction variable, building a model;

Prediction (predictive modeling): building a model which can be used
to make reliable forecasts;

Affinity grouping or association rules: finding a model that describes
significant dependencies between variables;

Clustering: identifying a finite set of categories or clusters to describe the
data;

Description and visualization (summarization): finding a compact
description for a subset of data.

© 2025 by M&M



STATISTICAL L. EARNING
NETWORKS
DIRECTED DATA MINING

The goal is to use the available data to build a model that
describes one particular variable of interest in terms of the rest
of the available data. A top-down approach, used when we
know what we are looking for. It often takes the form of
predictive modeling. The model is considered as a black box.

Data mining activities:

« Classification: learning a function that maps (classifies) a
data item into one of several predefined classes;

« Estimation (regression): learning a function that maps a
data item into a real-valued prediction variable, building a
model;

* Prediction (predictive modeling): building a model which
16 Can be used to make reliable forecasts. © 2025 by M&M



STATISTICAL L. EARNING
NETWORKS
DIRECTED DATA MINING

* A top-down approach — often takes the form of

predictive modeling where we know exactly what we
want to predict. In this case the model is considered as
a black box, i.e., it is not important what the model is

doing, we just want the most accurate result possible.
GOALS
—Control Feedback-—

Input | Output

17 © 2025 by M&M



STATISTICAL L. EARNING
NETWORKS
UNDIRECTED DATA MINING

A bottom-up approach that finds patterns in the data and leaves
it up to the user to determine whether or not these patterns are
important, i.e., it is about discovering new patterns inside the
data. The goal is to establish some relationship among all the
variables (represented with semitransparent boxes).

Data mining activities:

 Affinity grouping or association rules: finding a model
that describes significant dependencies between variables;

« Clustering: identifying a finite set of categories or clusters
to describe the data;

* Description and visualization (summarization): finding a
compact description for a subset of data.
18 © 2025 by M&M



STATISTICAL LEARNING
NETWORKS
UNDIRECTED DATA MINING
* A bottom-up approach that finds patterns in the data

which provide insights. This form of data mining is

represented with semitransparent boxes and unlike
directed DM, here users want to know what is going on,

how the model is coming up with an answer.
Inputs Output

19 © 2025 by M&M



STATISTICAL LLEARNING
NETWORKS

Data Mining Process

1. Create a predictive model from a data sample
2. Train the model against datasets with known results

3. Apply the model against a new dataset with an
unknown outcome (cross-validation)

Notes: SAS Institute Inc. developed a five-step data mining
cycle process known as SEMMA: Sample, explore, modify,
model, and assess.

IBM Corp. has a slightly different interpretation of the data
mining process and other companies may have their own
view as well.

20 © 2025 by M&M



STATISTICAL LLEARNING

INETWORKS

DM Workflow in MicroStrategy platform

21
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STATISTICAL LLEARNING

INETWORKS
Model Identification
White box A
puts ML L :I_G“IP“;{ Increasing
iInternal
Gray box knowledge

h -F ﬁ
2
Black box

Computational process of discovering patterns in large data sets
involving methods at the intersection of artificial intelligence,
22 machine learning, statistics, and database systems M&M
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STATISTICAL LLEARNING

o 75 INETWORKS
eetllp, (2748 DM Process - the Three Pillars of Data Mining

Three main components in Data Mining process:

1. Data - The power of data mining is leveraging the data
that a company collects to make better informed business
decisions.

2. Modeling Skills - The set of modeling skills needed to
build predictive models in data mining in general is the
same as in business forecasting process and which is
working well for both directed and undirected data mining.

3. Data Mining Techniques — clustering, decision trees and
neural networks.

23 © 2025 by M&M



STATISTICAL LLEARNING
E NETWORKS

Eﬁufiélrl l.l'e d

Data mining tasks:

 classification: learning a function that maps (classifies) a data item into
one of several predefined classes;

regression: learning a function that maps a data item into a real-valued
prediction variable;

clustering: identifying a finite set of categories or clusters to describe the
data;

summarization: finding a compact description for a subset of data;

dependency modeling: finding a model that describes significant
dependencies between variables;

change and deviation detection: discovering the most significant
changes in the data from previously measured or normative values.

24 © 2025 by M&M



STATISTICAL LLEARNING
NETWORKS

Data Mining Techniques

L]
i
.

* Automatic Cluster Detection - use cluster detection when we
suspect that there are natural groupings that may represent
groups of customers or products that have a lot in common with
each other.

* Decision Trees (Classification & Regression) - a good choice
when the data mining task is classification of records or
prediction of outcomes. We should use decision trees when the
goal is to assign each record to one of a few broad categories.

« Artificial Neural Networks (the most widely known and the least
understood of the major data mining techniques) - a good choice
for most classification and prediction tasks when the results of
the model are more important than understanding how the model
works. ANNs represent complex mathematical equations, with
lots of summations, exponential functions, and many parameters.

25 © 2025 by M&M



, Automatic Cluster Detection

Data Mining Techniques

Grouping a set of objects in such a way that objects in the
same group (cluster) are more similar (in some sense or

another) to each other than to those in other groups (clusters)
26 © 2025 by M&M




Decision Trees

Data Mining Techniques

is sex male?

is age > 9.57
\ 0.73 36%
‘ is sibsp = 2.57
017 61%

0.05 2% 0.89 2%

A tree showing survival of passengers on the Titanic
("sibsp" is the number of spouses or siblings aboard). The
figures under the leaves show the probability of survival
and the percentage of observations in the leaf
27 © 2025 by M&M



http://en.wikipedia.org/wiki/File:CART_tree_titanic_survivors.png

TH-DAY

:M:,Elired

ANN - artificial systems which emulate the processing patterns of the
biological brain to discover patterns and relationships in massive
amounts of data (“Perceptron” - Ph. Rozenblat)

Artificial Neural Networks

Data Mining Techniques

Neural Network

Input Layer

Income

Hidden Layer

Debt

Age

Payment
Record

Output Layer

—
Good Credit
Risks
Bad Credit
Risks
-
—

Source: Herb Edelstein, “Technology How-To: Mining Data Warehouses,” InformationWeek, January 8, 1996.
Copyright © 1996 CMP Media, Inc.. 600 Community Drive. Manhasset, NY 11030. Reprinted with permission.

28
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STATISTICAL LEARNING
NETWORKS
DM Techniques - ANNs

X\% Wi,
pd
N
%Y -
z Hidden Layer Qutput Layer

Input Layer

A neural network with a hidden layer.

“The most widely known and the least understood

- of the major data mining techniques.” © 2025 by MM



How a Neural Network Works

Simple ANN - one hidden layer

Q\
’O/

Input Layer Qutput Layer

Neural network representation of z=3x+2y-1.

30 © 2025 by M&M



Walla Walla

~ U@y How a Neural Network Works

@

Linear Transfer Function

© 2025 by M&M



How a Neural Network Works

'\.."_!1
BE TH-DAY
A TIET

&2y, 2748 When to use Artificial Neural Networks

ANNs are a good choice for most classification and prediction tasks
when the results of the model are more important than understanding
how the model works. ANN represent complex mathematical
equations, with lots of summations, exponential functions, and many
parameters. The equations are the rule of the network but are useless
for our understanding. Also, ANN does not work well when there 1s
large number of mputs. This makes it more difficult for the network
to find patterns and can result in long training phases that never

converge to a good solution.
32 © 2025 by M&M



ANNs

Statistical Learning Networks

Data analysis

universal approximator

structure identificator

Analytical
model

indirect by approximation

direct

Architecture

unbounded network structure;
experimental selection of adequate
architecture demands time and experience

bounded network structure [1]; adaptively
synthesised structure

A-priori- without transformation in the world of can be used directly to select the reference
Information | ANNs not usable functions and criteria
Self- deductive, given number of layers and inductive, number of layers and of nodes

organisation

number of nodes (subjective choice)

estimated by minimum of external criterion

(objective choice)

Parameter in a recursive way; estimation on training set by means of maximum
estimation likelihood techniques, selection on testing set
demands long samples
(extremely short )
Feature result depends on initial solution, time- existence of a model of optimal complexity, not

consuming technique, necessary
knowledge about the theory of neural

networks

time-consuming technique, necessary knowledge
about the task (criteria) and class of system

(linear, non-linear)




STATISTICAL LLEARNING
NETWORKS

Deep Learning

Attificial Intelligence

Machine
Learning

Deep
Learning

Source:
https://en.wikipedia.org/wiki/Machine _learning#cite note-
34 journalimcms.org-22 © 2025 by M&M
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o INETWORKS
478 Deep Learning Networks

 Deep Learning is a part of a broader family of ML
methods, which is based on artificial neural networks
with representation (feature) learning. The adjective
"deep" in deep learning refers to the use of multiple
layers in the network. Methods used can be either
supervised, semi-supervised or unsupervised.

« Supervised feature learning - set of techniques that
allows a system to automatically discover the
representations needed for feature detection or
classification from raw data. Examples include
supervised neural networks, multilayered perceptron
etc.

35 © 2025 by M&M



STATISTICAL LEARNING

NETWORKS
Deep Learning and DNN — many

hidden layers

Inputs ~—~ —— uiputs
O

Input Layer Cuiput Loyer
Hidden Layers

Deep learning attempts to model high-level abstractions in data by
using model architectures composed of multiple non-linear
transformations. Many of the most successful deep learning methods
involve the ANNs where a Deep Neural Network (DNN) is defined to be
an artificial neural network with multiple hidden layers of units between
the input and output layers.

36 © 2025 by M&M



STATISTICAL LEARNING
NETWORKS

Deep Neural Network (DNN)

“The first general, working learning algorithm for supervised, deep,
feedforward, multilayer perceptron(s) was published by Alexey

Ivakhnenko and Lapa in 1967”
(https:/len.wikipedia.org/wiki/Deep learning >History)

input
layer layer 1 layer 2 layer 3
(rm = 3) (F; =3) (F2 =3) (F3 = 3)

Lo

H3

37 Source: Madala & Ivakhnenko, 1994, p.39 © 2025 by M&M
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STATISTICAL LEARNING

NETWORKS
Deep Learning and Statistical

Learning Networks

« The main advantages of DNNs are that they make it
possible to build faster and more accurate simulation
models but at the same time DNNs are difficult to develop
and hard to understand.

« Statistical Learning Networks (SLNs) can address the
common problems of DNNs such as:

» difficulties in interpretation of the results (DNNs are implicit
models with no explanation component by default),

» the problem of overfitting, designing DNN topology — it is in
general a trial-and-error process, and

» there are no rules how to use the theoretical a priori
knowledge in DNN design, etc.

38 © 2025 by M&M



Statistical Learning Theory:
supervised learning

 ——

INPUT = w—— O UTPUT
—p
—— —

Given a set of | examples (data)
{xlﬂyl)::(xznyz):-"-n(xﬁﬁyf)}

Question: find function f such that
J(x)=y

is a good predictor of y for a future input x (fitting the data is not enough!

A framework for machine learning drawing from the fields
39 of statistics and functional analysis. © 2025 by M&M



STATISTICAL LLEARNING
NETWORKS
General Prediction Model

M M M

= aq, +Zax +ZZayxx +Z‘22‘aykxx X,

S =l i=1 j=1 k=1
Where:

X(JC l,x Nges . o X M) - input variables vector;
A (al ,a2 goeo ,CIM )- vector of coefficients or weights.

Y=F(, e

where F can be any mathematical function describing the
variable Y (the output) as a function of input variables X

and the stochastic component e (model error).
40 © 2025 by M&M



Model Building
Problems

 Model specification;
* Overfitting; Y @m
 Autocorrelation; o\
* Multicollinearity

* ANNs:
- number of layers;

- how many input nodes;
- best activation function;
- ANN training;

- lack of transparency (interpretation), eftc.
41 © 2025 by M&M



Model Building

Regression Models

y Sample

Vi ob\‘servation y =b, +b,x, +b,X,

: Ordinary Least Squares: Minimizing the MSE (e?)

42 © 2025 by M&M



Model Building

Regression Analysis

y Sample )
observation Yy =Db,+b X, +Db,X,

Example: Two-Factors Regression Models

43 © 2025 by M&M



& Ordinary Least Squares:
' e d Minimizing the MSE (¢?)

* The OLS estimator 1s consistent when the regressors are
exogenous, and

* by the Gauss—Markov theorem, optimal 1n the class of
linear unbiased estimators when the errors are
homoscedastic and serially uncorrelated.

* Under these conditions, the method of OLS provides
minimume-variance mean-unbiased estimation when the
errors have finite variances.

* Under the additional assumption that the errors are
normally distributed, OLS 1s the maximum likelithood

estimator.
44 © 2025 by M&M



Model Building

Regression Models — Problems:

Alan Greenspan (The Map and the Territory: Risk, Human

Nature, and the Future of Forecasting):

APPENDICES

Exhibit 4.6

Exhibit 3.3

Dapendent Variable (Time Period: Q1 1970-04 2012, 172 obs.)

In [ Real GDP / Real GDP (4 guarters age) ]
i )

‘Dependent Variable (Time Period: Jan. 1991-Dec. 2005, 180 obs.
im %A in: CoreLogle Home Price Index (Ssasonally adjusted

Independent Variabie(s)

In [ **Corp & Home Equity, Period Avg (1 quarter ago) /
“*Corp & Home Equity, Period Avg (5 quarters ago) |

Durbin-Watson
0.419 0.364

Adjusted R-sq

Coefficient
o127

t-Slatistic*
9.691

Freddie Mac 30yr Fixed-Rate Mortgage Rate, % p.a. {3 moi

*tstatistic caleulated using HAC standard errors i .
*“Domestic holdings of domeshic comorate equities and foreign corporate equities, at market value,

Exhibit 4.7 Adjusted R-sq Durbin-Watson
0604 0.159
Dependent Variable (Time Period: @1 1993-01 2013, 81 obs.) < pststistic caleulated using Mawsy-West HAC standsrd esrors and covarian " Iy
Real Put Monres Fixed [nvst (SAAR, Bil.Chn, 20055} Pyt Nonres Fixed Assefs (2005 = 100)
Independent Variable(s) Coefficient  t-Statistic* Exhibit 4.4 w5
S&P 500 (1941-43=10}/ Pyt Nonres Fixed invst Price (5S4, 2005 = 100) 0.473 19.044 ’Il_ -
{1 quarter zgo) eﬂ;:{ﬂ;l:-ll‘:aé‘l)ahle ('I'III_E Period: 0.1 1975-a1 2013, 153 gbs.)
Monfarm Operating Rate (SA, % of capacity) (3 quarters ago) 0.165 5.118 fisumplion Expenditures {***SAAR, BiL$} / Disposable Personal income (SAAR, Bil.4)
Structures’ share of nominal Put Nonres Fixed invst 6.332 4517 Independent Variable(s) T
Household f.II'IC'. NPOs) Stack Net Worth (Period Avg, Bil.3) / DPI Cll;fgléi;g t-Statistic* A
Adjusted R-sq Dusbin-Watson Household (incl. NPOs) Homeowners® Equity (Period Ave, Bil.$) /0PI 0.030 5,66
0.346 0.585 Housahold (incl. MFOs) All Other Met Worth (Period Avg, Bil$) / DPI . . g
*Lstalistic calculated using Newey-West HAG standard enmors and covanance 6-Month Certificates of Deposit (% p.a/100) (3 quarters ago) O'glga 2-6.3 005
[**Adjusted PI /DPI ] (2 quarters aga) ‘0‘2;;2 -;'-;6
) . 30
R 16 Adjursted R-sq Durbin-Watson
R =7 ™ 14 r———— 089 '
T o - . . 7 o t-statis Ilmlﬂ-_ dd using Mewey-West HAC standard ermors and Covaance, =
N o o { Wapges . " i
0+ A : A e T s e 5 Gt ot s
’ = ] *** Seasanally adjusted snnual rate,
041 _f:[\f_\j\/!\‘\ — A 10
0.0 \/V\A SNy [ \ 8 = 96
A \/_/ N~ e [ 94
gl I S ¥ . W7 Y. . - AYRV AW RS R L PSS A
' i \ﬁu F‘--” - 92
0.8 90
I e o e 88
1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 oY il v, e f\ .............. h f\] 86
—— Residual Actual - Fitted | P A W B
Source: U.S. Department of Commerce; Standard and Poor's; Federal Reserve Board; author's calculations. I . lv(‘ o - B
- T T —r—r—— . )
1975 190 1985 1990 1995 | 2000 | 2005 " g
L Residual ——— Actual Filgl
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Source: Federal Resarve Board; U,S, Department of Commerce,

.100
o
050
w025
[~ .000
- -.025
- ~.050

2010

Log Scale
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Model Bu:ldlng

Simple numerical example Model:
Consider the following data set :
Y =F (a,b,c)

)] d b C
. Solutions:
9 ) 7 2
9 3 4 3 b,
9 4 ; ‘ y =9.3-0.033a- 0.033b
3 Z j Z y = 0.00001 + b + ¢
9 7 2 7 y =9-0.0319a+ 0.0319c
6 9 ! s

46 Source: Mueller and Lemke (2003 p. 18) © 2025 by M&M



Multi-St ' ithm [ =2
ulti-Stage Selection Algorithm | z; '*,G

(ﬁ/@ M ;) ———— Initial hypotheses.

\\\/ @ Hypotheses not participating
in the given model

*

@ Hypotheses taking part
in the given model

@@ @@@ @@
- “Generation tree” of
——————————— ~ the given model
\Stage 3/

@@@@\@/@@@@

The given model (as a result of a number of hypotheses)

Source: 1. IIASA International Workshop on Methodology and Software for
Interactive Decision Support, Albena, Bulgaria, October, 1987;
47 2. XIl IMACS World Congress, Paris, France, July, 1988. ©2025 by M&M
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STATISTICAL LEARNING
INETWORKS
Multilayered Nets of Active Neurons
— Main Pillars

Godel's incompleteness theorems

- Genetic selection of -~ -
? pairwise features - =

—]
Inpes l]g’nl.lﬂv ariation in least square exror £(A + lemm‘mmn ﬂlemem:! mplemen
sariahles A a regression equation of increasing complexity §; O is the model of aptimal mpm

| — |c(A+B)
§

Kurt Godel
(1906-1978)

Notable awards:

|
! Aty asl i sl s sahflracnsel e "

Alexey G- FLTLETIR TN L= A LR B TR N TP )
Ivakhnenko.

(1913-2007) Gabor’s principle of ""freedom

* Albert Einstein
Award (1951)

. .  National
Two State Prizes of decisions choice Medal of
of the USSR, . Dennis Gabor (1900 1978) Science (USA)
Medal “For Knowledge extraction Numerous (>20) awards: in Mathematical,
Labor”, Order of from experimental . Nobel Prize in Physics (1971) Statistical, and
Friendship of data, Self-Organization Computational
Peoples ... etc « Honorary Doctorate, Delft Sciences (1974)

49 *e University of Technology (1971)  © 2025 by M&M



Godel’s Incompleteness Theorems:

Two theorems of mathematical logic

that are concerned with the limits of
provability in formal axiomatic theorie

* First Incompleteness Theorem: "Any consistent formal system F within which a certain
amount of elementary arithmetic can be carried out is incomplete; i.e., there are statements
of the language of F which can neither be proved nor disproved in F."

* The unprovable statement G(F) referred to by the theorem is often referred to as "the Godel
sentence" for the system F. The proof constructs a particular Gédel sentence for the system
F, but there are infinitely many statements in the language of the system that share the same
properties.

* Each effectively generated system has its own Godel sentence. It is possible to define a larger
system F' that contains the whole of F plus GF as an additional axiom.

* This will not result in a complete system, because Godel's theorem will also apply to F', and
thus F' also cannot be complete. In this case, GF is indeed a theorem in F', because it is an
axiom. Because GF states only that it is not provable in F, no contradiction is presented by its
provability within F'. However, because the incompleteness theorem applies to F', there will
be a new Godel statement GF' for F', showing that F' is also incomplete. GF' will differ from
GF in that GF' will refer to F', rather than F.

50 © 2025 by M&M



Godel’s Incompleteness Theorems:
Two theorems of mathematical logic
that are concerned with the limits of

provability in formal axiomatic theorie

* The first incompleteness theorem shows that the Godel sentence GF of an appropriate
formal theory F is unprovable in F. Because, when interpreted as a statement about
arithmetic, this unprovability is exactly what the sentence (indirectly) asserts, the Godel
sentence is, in fact, true. For this reason, the sentence GF is often said to be "true but
unprovable." However, since the Gédel sentence cannot itself formally specify its intended
interpretation, the truth of the sentence GF may only be arrived at via a meta-analysis from
outside the system.

* Compared to the theorems stated in Godel's 1931 paper, many contemporary statements of
the incompleteness theorems are more general in two ways. These generalized statements
are phrased to apply to a broader class of systems, and they are phrased to incorporate
weaker consistency assumptions.

» Godel demonstrated the incompleteness of the system of Principia Mathematica (particular
system of arithmetic) but a parallel demonstration could be given for any effective system of
a certain expressiveness. Godel commented on this fact in the introduction to his paper but
restricted the proof to one system for concreteness. In modern statements of the theorem, it
is common to state the effectiveness and expressiveness conditions as hypotheses for the
incompleteness theorem, so that it is not limited to any particular formal system.

51 © 2025 by M&M



Godel’s Incompleteness Theorems:

Two theorems of mathematical logic

that are concerned with the limits of
provability in formal axiomatic theorie

 The first incompleteness theorem states that no consistent system of axioms whose
theorems can be listed by an effective procedure (i.e., an algorithm) is capable of proving all
truths about the arithmetic of natural numbers. For any such consistent formal system, there
will always be statements about natural numbers that are true, but that are unprovable
within the system. The second incompleteness theorem, an extension of the first, shows that
the system cannot demonstrate its own consistency. A consistent theory is one that does not
lead to a logical contradiction.

* The semantic definition states that a theory is consistent if it has a model, i.e., there exists
an interpretation under which all formulas in the theory are true. The syntactic definition
states a theory {T} is consistent if there is no formula (f) and its negation {not f} are elements
of the set of consequences of {T}.

* For each formal system F containing basic arithmetic, it is possible to canonically define a
formula Cons(F) expressing the consistency of F. Godel's second incompleteness theorem
shows that, under general assumptions, this canonical consistency statement Cons(F) will
not be provable in F.

59 © 2025 by M&M



Godel’s Incompleteness Theorems:

Two theorems of mathematical logic

that are concerned with the limits of
provability in formal axiomatic theorie

* The second incompleteness theorem does not rule out altogether the possibility of proving
the consistency of some theory T, only doing so in a theory that T itself can prove to be
consistent. For example, Gerhard Gentzen proved the consistency of Peano arithmeticin a
different system that includes an axiom asserting that the ordinal called €0 is wellfounded.

* Gentzen's consistency proof is a result of proof theory in mathematical logic, published by
Gerhard Gentzen in 1936. /It shows that the Peano axioms of first-order arithmetic do not
contain a contradiction (i.e., are "consistent"), if a certain other system used in the proof
does not contain any contradictions either. This other system, today called "primitive
recursive arithmetic with the additional principle of quantifier-free transfinite induction up
to the ordinal €0", is neither weaker nor stronger than the system of Peano axioms. Gentzen
argued that it avoids the questionable modes of inference contained in Peano arithmetic and
that its consistency is therefore less controversial.

g
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Over-training arises in over-specified
systems when the network capacity
exceeds the needed free parameters.

* The first approach to address this is to use cross-validation to check for the
presence of over-training and to select hyperparameters to minimize the
generalization error.

 The second is to use some form of regularization. This concept emerges in a
probabilistic (Bayesian) framework but also in statistical learning theory, where
the goal is to minimize over two quantities: the 'empirical risk' and the 'structural
risk’, which roughly corresponds to the error over the training set and the
predicted error in unseen data due to overfitting.

» Supervised ANNs that use a mean squared error (MSE) cost function can use
formal statistical methods to determine the confidence of the trained model. The
MSE on a validation set can be used as an estimate for variance. This value can
then be used to calculate the confidence interval of network output, assuming a
normal distribution.

« By assigning a softmax activation function, a generalization of the logistic
function, on the output layer of the neural network for categorical target

variables, the outputs can be interpreted as posterior probabilities.
54 © 2025 by M&M



External (Cross) Validation

Overfitting — Internal vs

55
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Statistical Learning

R, Networks of Active Neurons |j
ey (774 Multilayered Net of Active Neurons (MLNAN)

1 1 input 1 1 1 2
In this approach, neither the number of neurons and  iayer Ry 2YET

the number of layers in the network, nor the actual
behavior of each created neuron is predefined. The
modeling process is self-organizing because all of
them (the number of neurons, the number of layers,
and the actual behavior of each created neuron) are
adjusting during the process of self-organization.

input
ayer 5) l(agf'f: 15) 1?;225) '{;};ﬂ;i) Multilayer network struct_ure representing
the output flow to unit 2 of layer 3
This method grows a tree-like network out of
data of input and output variables in a pair-
wise combination and competitive selection
from a simple single unit to a desired final
solution that does not have a predefined
model. The basic idea is that first the
elements on a lower level are estimated and
the corresponding intermediate outputs are

: . — computed and then the parameters of the
Multilayer network structure with five input  5oments of the next level are estimated.
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Multi-Stage Selection
R Algorithm
@ @7 ———— Initial hypotheses.

/\ Stye/ 1 \\ @ Hypotheses not participating
in the given model

®
\ St%% / @ Hypotheses taking part
\ in the given model
OJORCLONOROXOLOXO)
- “Generation tree” of
""""""""" — the given model

@@@é@@@@@

The given model (as a result of a number of hypotheses)
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Pair-Wise Selection Using
External Criteria

Rﬁ) O, ? K(i () -——1— —~ Initial hypotheses.
[/

/ /%/ // / \\ \/\ \__“__ _ _, Generating new, more
/) N complicated hypotheses.

5 (% / ) (x \ S _ 1l _ . Generation of new hypotheses
“struggling for existence”.

| _{_ _,. Evaluating all hypotheses and
selecting a limited number
of “best” hypotheses

(:L ¥ (:D % (*) @b d‘) C* 1 . Selected hypotheses. They are

used as initial hypotheses for
the next stage of selection.

N
A‘
—)r
a
»
.

——— Next stage of selection.

......................................
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Model Selection

Cross Validation and a-priori
information

Data selection
Task definition and
preprocessing

Training
sef
Hypothesis generation

‘ Databases \

Knowledge extraction

Hypo-
thesis
testing

A priori information
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STATISTICAL LLEARNING
e INETWORKS
ereq Model Selection & Validation

The concept of Cross Validation, also called rotation
estimation, out-of-sample testing, predictive sample
reuse, reuse of the sample etc. is an old one:

* (1951). Symposium: The need and means of cross-
validation:

> |. Problem and designs of cross-validation.

L]
B EM

> |l. Approximate linear restraints and best predictor
weights.

» lll. Cross-validation of item analyses.
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NETWORKS

Cross Validation

* Horst, P. (1941). Prediction of Personal Adjustment. New
York: Social Science Research Council (Bulletin 48),
found a "drop in predictability” between an "original”
sample and a "check"” sample that depended strongly on
the method of construction of the predictor.

 Herzberg, P. A. (1969). The parameters of cross-
validation. Monograph Supplement to Psychometrika, 34,
made a detailed theoretical and numerical study of
predictor construction methods, using cross-validatory
assessment.
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STATISTICAL LLEARNING
NETWORKS

Cross Validation

* Ivakhnenko, A.G. (1971) Polynomial Theory of Complex
Systems, IEEE (Institute of Electrical and Electronics
Engineers, Inc.) TRANSACTIONS ON SYSTEMS, MAN,
AND CYBERNETICS Vol. SMC-1, No. 4, October 1971,
pp. 364-378.

« Stone, M. (1974) Cross-Validatory Choice and
Assessment of Statistical Predictions, Cross-Validation
and Multinomial Prediction, (1977) An Asymptotic
Equivalence of Choice of Model by Cross-Validation and
Akaike’s Criterion, Asymptotics For and Against Cross-
Validation. Journal of the Royal Statistical Society, pp.
111-147, 44-47; Biometrika, pp. 509-515, 29-35.
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478 Model Selection & Validation

« Cross Validation - also called rotation estimation or
out-of-sample testing, is a model validation technique
for assessing how the results of a statistical analysis will
generalize to an independent data set.

 Involves partitioning a sample of data into complementary
subsets, performing the analysis on one subset (called
the training set), and validating the analysis on the other
subset (called the validation set or testing set).

« Two types of cross-validation can be distinguished:
exhaustive and non-exhaustive cross-validation.

64 © 2025 by M&M
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478 Model Selection & Validation

. Exhaustive cross-validation - learn and test on all
possible ways to divide the original sample into a
training and a validation set.

- Leave-p-out cross-validation - involves using p
observations as the validation set and the remaining
observations as the training set. This is repeated on all
ways to cut the original sample on a validation set of p
observations and a training set.

- Leave-one-out cross-validation - a particular case
of leave-p-out cross-validation with p = 1.

65 © 2025 by M&M
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[ eave-one-out cross-validation:

1. Select (it could be random) observation i for the testing
set and use the remaining observations in the training set.
Compute the error on the test observation.

2. Repeat the above step fori =1, 2, ... N-1, where N is the
total number of observations.

3. Compute the forecast accuracy measures based on all
errors obtained.

Atotal of 8 models n=g I st [ Tan
will be trained and

tested voce! 1 [
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. Non-exhaustive cross-validation - do not compute all
ways of splitting the original sample. Those methods are
approximations of leave-p-out cross-validation.

- k-fold cross-validation - the sample is randomly
partitioned into k equal sized subsamples. When k = n (the
number of observations), k-fold cross-validation is
equivalent to leave-one-out cross-validation.

- holdout method - randomly assign data points to
two sets A and B (training set and test set).

- repeated random sub-sampling validation or
Monte Carlo cross-validation creates multiple random

splits of the dataset into training and validation data
67 © 2025 by M&M
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. Nested cross-validation - cross-validation is used
simultaneously for selection of the best set of
hyperparameters and for error estimation.

- k*I-fold cross-validation - contains an outer loop of
k folds and an inner loop of | folds. One by one, a set is
selected as (outer) test set and the k - 1 other sets are
combined into the corresponding outer training set.

- k-fold cross-validation with validation and test
set - k*|-fold cross-validation when | = k - 1. One by one, a
set is selected as a test set. Then, one by one, one of the
remaining sets is used as a validation set and the other k - 2
sets are used as training sets until all possible combinations
68 have been evaluated. © 2025 by M&M
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* Rolling forecasting origin - since it is not possible to get I
a reliable forecast based on a very small training set, the
earliest observations n are not considered as testing sets.

1. We select the observation at time (n+i) for the testing set
and use the observations at times t= {1, 2, ... (n+i-1)} to
estimate the forecasting model. Then we compute the error
on the forecast for the time (n+i).

2. The above step should be done for all i={1, 2, ... (T-n)},
where T is the total number of observations and the forecast
error should be measured on each (n+i) period accordingly.

3. In the end, we compute the forecast accuracy measures

based on all errors obtained.
69 © 2025 by M&M



A) Low accuracy due to B) Low accuracy due to
poor precision. poor trueness.

ISO 5725 (1994) Accuracy — trueness and precision
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Model Selection &
Validation - Accuracy

Prediction Interval
for an individual y,
given X,

/

Confidence
. Interval for
N ; the mean of
y=*o y, given X,
— X
X
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Prediction (simulation) error:

y,—F,

where e, is the error at period t (t={1, 2, 3...N});

N is the prediction interval (or the size of the dataset);

y; Is the actual value at period t and

F, is the forecast for period t.

Mean Forecast Error (forecast bias):

MI

72
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mmon Measures of Fit

-

L8 Two co

* Measures of fit are used to gauge how well the
forecasts match the actual values

MSE (mean squared error)

— Average squared difference between y, and F,

MAD (mean absolute deviation)

— Average absolute value of difference between y,
and F,

— LLess sensitive to extreme values
73 © 2025 by M&M
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« Mean Absolute Deviation (MAD)

— Average absolute error — most useful to
measure the forecast error in the same units
as the original series.

Z‘Actual—Forecast‘ g Z‘G(t)‘

n n

MAD =

74 © 2025 by M&M
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> (Actual - forecast)2

MSE =

n-1
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MSE vs. MAD
Mean Squared Error Mean Absolute Deviation
~F)’ -F
MSE:Z(yt : ) MADzz‘yt ¢ |
n— N

y; = Actual value at time t
F. = Predicted value at time t
n = Number of time periods

MSE MAD
Squares errors - Easy to compute
More weight to large errors - Weights errors linearly
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* Mean Percentage Error (MPE)

— Average percentage error — useful when 1t 1s
necessary to determine whether a forecasting
method is biased. If the forecast 1s unbiased MPE
will produce a % that 1s close to 0. Large —%
means overestimating. Large +% - the method 1s
consistently underestimating.

>(Actual - Forecast )/ Actual

MPE = x 100
n
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e CV(RMSE)

» Coefficient of variation of the Root Mean
Squared Error, CV(RMSE): The RMSE serves
to aggregate the magnitudes of the errors in
predictions for various times into a single
measure of predictive power and CV(RMSE)
helps to compare forecasting errors of
different models.

CV(RMSE)=RMSE/y  RMSE =+JMSE

© 2025 by M&M
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MAPE

Mean Absolute Percent Error (MAPE) - Puts errors 1n
perspective:

— Average absolute percent error — useful when the size of
the forecast variable 1s important in evaluating. It
provides an indication of how large the forecast errors are
in comparison to the actual values of the series. It 1s also
useful to compare the accuracy of different techniques on
same/different series.

>(|Actual - forecast| ) / Actual*100

MAPE =
n
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| PR [P —— -
r ------------------ ! -1
s | - |
Synthesis or equations T
E | in the structwral forvo |
E
c | < 0
o ANl : i
& ‘ Synthesis of SSE A
A d . |
> 11 .
| Testing of ihe model |
s 0
e <
E ! 8 |
“ | |
| |

FINALIZAYION O THE RENULTS

Source: Xl IMACS World Congress, Paris, France, July 1988.
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A Framework for Developing DNN of
Active Neurons

TL
BE TH-DAY
A
E

'éll’?d GMDH with Multiple Criteria Model Selection and
Validation

A hybrid GMDH algorithm where the MLNAN model with multiple inputs (x;) and

one output (Y) is a subset of components of the base function:

m
¥ (X X)) =800 E aifi
i—=1
- where f; are functions dependent on different sets of inputs (i=1, 2 ... m)
- %(j=1,2..n) are the inputs at the first layer (predictors)
- agpis the constant term

- a,are the unknown coefficients and
- m s the number of the base function components.

The framework follows the typical Multilayered Iterative (MIA) procedure (A), similar to

the general scheme of GMDH self-organizing modeling algorithm (B).
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A Framework for Developing DNN of
Active Neurons
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€1y 274 Multilayered Nets of Active Neurons

(A) Multilayered network structure with

llnput layer 1 layer 2 layer 3
five input arguments and selected e
nodes:
input
layer layer 1 layer 2 layer 3
(m=35) (F,=5) (Fy=5) (F3=35)

U O

(B) General scheme of GMDH
self-organizing modeling
algorithm

Source: ISAGA 2014 - Predictive Analytics in
Business Games and Simulations
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Supposition One - it is important to consider more than
one selection/evaluation criteria — this will help to obtain a
reasonable knowledge about the amount, magnitude, and
direction of the overall model error. Experienced
researchers normally use the criteria MPE, MAPE, RMSE,
and CV(RMSE) together:

 Measures of Trueness (Systematic error, Statistical
Bias) - RMSE and MPE;

 Measures for model’s precision (i.e. its random error) -
use MAPE and CV(RMSPE) in tandem.

83 © 2025 by M&M
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Measures of Trueness (Systematic error, Statistical Bias):

 Mean Percentage Error (MPE)
1 N
MPE (%) = EZ(@/ )x100
t=1
 Root Mean Squared Error (RMSE)

RMSE=VMSE  MSE= ¥ (e, J/(n-1)

When selecting a good model based on a testing
dataset, it is desirable that both criteria should be as

close to zero as possible.
84 © 2025 by M&M
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Measures of Precision (Random Error):
* Mean Absolute Percentage Error (MAPE)

MAPE (%)

+ Coefficient of Variation of the RMSE, CV(RMSE)
CV(RMSE) = RMSE/y

CV(RMSE) penalizes extreme errors and MAPE does
not, i.e. first goal should be to select a model where the
calculated values of both criteria are very close meaning
there are no extreme error values. The second goal is

that both criteria values are as close to zero as possible.
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A Framework for Developing DNN of
Active Neurons
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Analytical model implemented in a new Excel worksheet by (yX) for Excel.
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A B C D E F G H | J K L M N (e] P Q R 5 T U
X Data and model implemented on: Sunday, June 6, 2021 at 14:16:42 by Insights v.6.3.5 (http://www.knowledgeminer.com)
2 |Time M1 M2 M3 M4 Sales Min Most Likely Max Data Source: Untitled 1_T1
3 1 170.144
4 2. 184.682
5 3 187.766 --- REPORT FOR MODEL COMPOSITE ---
6 4 270.7
7 5 167.622113 188.954005 199.239426 189.107657 180.741 167.622113 186.2308 199.239426 MODEL PERFORMANCE: 95%
8 6 206.186315 218.45548 219.398103 226.448034 202.763 206.186315 217.621983 226.448034 PREDICTIVE POWER: RR =0.974 r=98.6%
9 7 205.629751 218.054616 221.341451 223.549168 210.985 205.629751 217.143746 223.549168 STABILITY: 100%
10 8 333.641979 325.530512 329.780249 321.833246 317.619 321.833246 327.696497 333.641979
11 9 200.867274 214.275754 213.624938 224.304031 199.699 200.867274 213.267999 224.304031 PREDICTION MODEL with POLYNOMIAL Active Neurons
12 10 225.385971 233.551515 230.396977 244.817965 217.149 225.385971 233.538107 244.817965
13 11 235.530497 241.779682 243.841624 246.79556 233.074 235.530497 241.986841 246.79556 TARGET VARIABLE:
14 12 367.492076 356.933139 355.349491 357.145382 357.694 355.349491 359.230022 367.492076 X1: Sales
15 13 228.955504 236.526249 241.367411 238.94306 226.159 228.955504 236.448056 241.367411
16 14 250.339504 253.836127 257.684422 256.010673 247.722 250.339504 254.467681 257.684422 SELECTED VARIABLES: 1
17 15 261.681968 263.133545 262.263138 269.692256 252.56 261.681968 264.192727 269.692256 X5: COGS, with lags: 0, 4
18 16 420.326653 408.912684 427.741561 383.165231 422.803 383.165231 410.036532 427.741561
19 17 275.391918 274.656394 285.993309 267.17444 272.277 267.17444 275.804015 285.993309 FREQUENCY AND AVERAGE RELEVANCE:
20 18 297.160293 293.220729 305.068925 283.779005 307.067 283.779005 294.807238 305.068925 X5: 6 times 100%
21 19 313.408058 307.271786 326.839159 288.438413 322.706 288.438413 308.989354 326.839159
22 20 484.903311 480.149071 491.713247 456.83307 509.807 456.83307 478.399675 491.713247 CHOSEN PARAMETERS:
23 21 336.080779 327.648824 342.286403 312.586782 343.252 312.586782 329.650697 342.286403 Number of samples: 32
24 22 351.468073 341.857271 350.671237 331.998569 371.977 331.998569 343.998787 351.468073 Number of potential inputs: 39
25 23 367.417416 356.87332 358.013299 354.15246 369.736 354.15246 359.114124 367.417416 Starting at row: 1
26 24 566.299653 583.467416 623.199676 521.932133 523.091 521.932133 573.724719 623.199676 Noise immunity: MEDIUM
27 25 365.083398 354.372513 338.795487 369.871931 336.401 338.795487 357.030832 369.871931 Complexity optimized: Yes
28 26 381.540806 370.335844 360.525431 378.404532 371.301 360.525431 372.701653 381.540806
29 27 366.096795 354.672432 324.514251 385.875984 373.074 324.514251 357.789865 385.875984 MODEL GENERATED ON:
30 28 573.328251 592.671943 516.234977 655.735753 575.759 516.234977 584.492731 655.735753 Sunday, June 6, 2021 at 14:16:18 Pacific Daylight Time
31 29 355.860551 345.518813 325.649451 366.319495 347.129 325.649451 348.337077 366.319495 Modeling Time: 0 s
32 30 385.765564 374.309134 358.605783 388.432388 374.427 358.605783 376.778217 388.432388 Total Time for Modeling and Evaluation: 0 s
33 31 360.589594 350.395149 348.178064 351.786581 386.033 348.178064 352.737347 360.589594
34 32 557.965745 574.655862 583.70232 546.88601 589.013 546.88601 565.802484 583.70232
35

Knowledge Miner (Insights) Output to MS Excel Spreadsheet — Models’
Summary, Forecasts and Prediction Interval (Min, Average and Max)
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Active Neurons

PREDICTION ACCURACY

1 Naive Forecast Error = Sales - Forecast = B-C
2 | Quarter Sales [Relative error = Error/Sales = D/B

3 Winter |336.401 |Abs. Error (%) = Absolute Error/Sales = ABS(D)/B

2 Spring |371.301 (squared Error = (Error)*(Error)=D*D

s Summer |373.074 |Abs. Error = Absolute Error = ABS(D)

s Quarter Real |Forecast Error q(t)-value Abs(q) Relative error Abs/Relative Abs. Error Squared Error Abs(Yt-Yt-1)

5 Winter |347.129 575.759( -228.63| -1.943662| 1.9437| -0.658631229| 0.658631229 228.63 52271.6769 228.63
s Spring [374.427 347.129| 27.298| 0.2320696( 0.2321] 0.072906067| 0.072906067 27.298 745.180804 27.298
5 Summer |386.033 374.427| 11.606| 0.0986666( 0.0987| 0.030064787| 0.030064787 11.606 134.699236 11.606
10 Fall 589.013 386.033| 202.98| 1.7256022| 1.7256] 0.344610391| 0.344610391 202.98 41200.8804 202.98
11| | Bias = 13.254 Naive Forecast 13.254 175.668516 117.6285
12 Total Values MPE= -5.28%]|| 100

13 in testing 4 MAPE= 27.66%| oo

14 Average= 424.15 MAD= 117.629 500 \ /

15 Variance = 12346 |MSE= 23588.1| o =

16 Naive Err  117.63|MASE= 1] 300

17 RMSE= 153.584|

18 NMSE= 1.91062|| ™

13 CV(RMSE) 3621 % ’ Winter Spring Summer Fall

s RG] s F OTECAST

MS Excel Spreadsheet with Real Data, Forecasts and the
88 most common measures of Trueness and Precision © 2025 by M&M



Prediction Accuracy

Experimental Test Results - 2018
Best Model Second Best Third Best

MLNAN: Triple Exponential |Multiple _
MASE: 0.0414 |MASE =0.0627 |Autoregression
MPE = 1.42% |MPE = -0.57% MASE = 0.0908
MAPE = 1.42% |MAPE = 1.76% MPE = 2.03%

CV(RMSE) = |CV(RMSE) = 2.45% MAPE =2.58%
1.56% CV(RMSE) =

3.17%

© 2025 by M&M



Prediction Accuracy

Experimental Test Results - 2019

Best Model

Second Best

Third Best

MLNAN:
MASE: 0.0446
MPE = 1.55%
MAPE = 1.55%
CV(RMSE) =
A

Multiple
Regression with

Time and Dummy

Seasonal

MASE = 0.0508
MPE = -1.09%
MAPE = 1.59%

CV(RMSE) = 1.56%

Triple
Exponential

MASE = 0.0627
MPE = -0.57%
MAPE = 1.76%
CV(RMSE) =
2.45%
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STATISTICAL LEARNING
INETWORKS
Model Selection

Supposition Two — predictions are more likely to be closer
to intervals rather than to a single point, i.e. predictions
are not perfect, and their results usually differ from the
real-life values. Consequently, it is better to consider the
calculated values as intervals rather than point estimates.

To construct a prediction interval, we can calculate the
upper and lower limits from the given data using the
RMSE. This estimation provides a range of values where
the parameter is expected to lie. It gives more information
than point estimates and is preferred when making
inferences. Often, the upper limit of the interval is called
optimistic (or Maximum) prediction and the lower limit

pessimistic (or Minimum) prediction.
91 © 2025 by M&M
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M1

=]
3
m

167.622113
206.186315
205.629751
333.641979
200.867274
225.385971
235.530497
367.492076
228.955504
250.339504
261.681968
420.326653
275.391918
297.160293
313.408058
484.903311
336.080779
351.468073
367.417416
566.299653
365.083398
381.540806
366.096795
573.328251
355.860551
385.765564
360.589594
557.965745

WO NV R WN R

WWwWwNNRNRNNNNNRNRNR R B B 5 1 s s
NP OW®RNOUBEWNRODOWLONENOGOWBWNRO

M2

188.954005

218.45548
218.054616
325.530512
214.275754
233.551515
241.779682
356.933139
236.526249
253.836127
263.133545
408.912684
274.656394
293.220729
307.271786
480.149071
327.648824
341.857271

356.87332
583.467416
354.372513
370.335844
354.672432
592.671943
345.518813
374.309134
350.395149
574.655862

M3

199.239426
219.398103
221.341451
329.780249
213.624938
230.396977
243.841624
355.349491
241.367411
257.684422
262.263138
427.741561
285.993309
305.068925
326.839159
491.713247
342.286403
350.671237
358.013299
623.199676
338.795487
360.525431
324.514251
516.234977
325.649451
358.605783
348.178064

583.70232

M4

189.107657
226.448034
223.549168
321.833246
224.304031
244.817965

246.79556
357.145382

238.94306
256.010673
269.692256
383.165231

267.17444
283.779005
288.438413

456.83307
312.586782
331.998569

354.15246
521.932133
369.871931
378.404532
385.875984
655.735753
366.319495
388.432388
351.786581

546.88601

Sales
170.144
184.682
187.766

270.7
180.741
202.763
210.985
317.619
199.699
217.149
233.074
357.694
226.159
247.722

252.56
422.803
272.277
307.067
322.706
509.807
343.252
371.977
369.736
523.091
336.401
371.301
373.074
575.759
347.129
374.427
386.033
589.013

Min

167.622113
206.186315
205.629751
321.833246
200.867274
225.385971
235.530497
355.349491
228.955504
250.339504
261.681968
383.165231

267.17444
283.779005
288.438413

456.83307
312.586782
331.998569

354.15246
521.932133
338.795487
360.525431
324.514251
516.234977
325.649451
358.605783
348.178064

546.88601

Most Likely Max

186.2308
217.621983
217.143746
327.696497
213.267999
233.538107
241.986841
359.230022
236.448056
254.467681
264.192727
410.036532
275.804015
294.807238
308.989354
478.399675
329.650697
343.998787
359.114124
573.724719
357.030832
372.701653
357.789865
584.492731
348.337077
376.778217
352.737347
565.802484

199.239426
226.448034
223.549168
333.641979
224.304031
244.817965

246.79556
367.492076
241.367411
257.684422
269.692256
427.741561
285.993309
305.068925
326.839159
491.713247
342.286403
351.468073
367.417416
623.199676
369.871931
381.540806
385.875984
655.735753
366.319495
388.432388
360.589594

583.70232

M N (e] P Q R 5 T U
Data and model implemented on: Sunday, June 6, 2021 at 14:16:42 by Insights v.6.3.5 (http://www.knowledgeminer.com)
Data Source: Untitled 1_T1

--- REPORT FOR MODEL COMPOSITE -

MODEL PERFORMANCE: 95%
PREDICTIVE POWER: RR =0.974 r=98.6%
STABILITY: 100%

PREDICTION MODEL with POLYNOMIAL Active Neurons

TARGET VARIABLE:
X1: Sales

SELECTED VARIABLES: 1
X5: COGS, with lags: 0, 4

FREQUENCY AND AVERAGE RELEVANCE:
X5: 6 times 100%

CHOSEN PARAMETERS:
Number of samples: 32
Number of potential inputs: 39
Starting at row: 1

Noise immunity: MEDIUM
Complexity optimized: Yes

MODEL GENERATED ON:

Sunday, June 6, 2021 at 14:16:18 Pacific Daylight Time
Modeling Time: 0 s

Total Time for Modeling and Evaluation: 0 s

Knowledge Miner (Insights) Output to MS Excel Spreadsheet — Models’
Summary, Forecasts and Prediction Interval (Min, Average and Max)

93

© 2025 by M&M



Multiple Criteria Approach
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Experimental Test Results — 2020 Case 1

Best Model Second Best Third Best

MLNAN Optimistic VARMAX MLNAN Nonlin
MPE =-0.08% MPE =-0.37% | MPE = 0.06%

MAPE =0.82% MAPE =0.73% |MAPE =1.17%
CV(RMSE) = CV(RMSE) = CV(RMSE) =
0.93% 1.02% 1.44%

95 © 2025 by M&M



Experimental Test Results — 2020 Case 2

Best Model

Second Best

Third Best

Pessimistic - Min
MASE: 6.0075

MPE = -0.07%
MAPE = 7.40%
CV(RMSE) =
8.67%

Composite - Average

MASE = 6.3350
MPE = -2.94%
MAPE = 8.13%
CV(RMSE) =
9.42%

Optimistic-Max
MASE = 7.6934
MPE = -5.65%
MAPE = 9.70%
CV(RMSE) =
11.13%

© 2025 by M&M



STATISTICAL LLEARNING
INETWORKS
Model Selection
Supposition Two — inferences:

The MPE which shows the direction of the Systematic
error can be used to make more precise decisions. If its
value is very close to zero, we should select the average
prediction model. When MPE is negative, we should select
the minimum prediction model and finally, when it is
positive, we should select the maximum prediction model.

The good models are first evaluated using multiple criteria
and among their Max, Min, and Average versions the best
model is selected using the prediction bias (the systematic
error measured with MPE) and the model’s precision (i.e.
its random error) presented by MAPE and CV(RMSPE).

97 © 2025 by M&M



STATISTICAL LEARNING
INETWORKS
Model Selection

Supposition Three - the best model is a

composite model. There is no single universal
model that works in all possible cases.

In Suppositions one and two, we achieved many
positive results using model errors, measured by
multiple criteria, and prediction intervals. The goal
in Supposition three is slightly different. Here, we
try to improve predictions accuracy with a
procedure which creates composite models of a
different type.

08 © 2025 by M&M
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Best Model Selection

Prediction Intervals

Experimental Test Results — 2021 Case 1

Error Summary Chart
Linear Average |Linear Min Multi-Linear Average |Multi-Linear Min
Bias: -415040.33 326573.05 -628719.09 -211879.87
MPE(%) -3.35% 0.50% -4.85% -2.76%)
MAPE (%) 10.59% 8.64% 11.77% 10.82%|
MAD 179318.36 156675.29 191147.22 179976.37
MSE 46153196596.12| 38895823660.74 48290483323.89| 41576923609.48
MASE 8.33 1.28 8.88 8.36
RMSE 214832.95 197220.24 219750.96 203904.20
CV(RMSE)= 11.80% 10.83% 12.07% 11.20%]

MLNAN AR Forecasts Error Summary Chart

© 2025 by M&M



Best Model Selection

g5 ) ENTH-DAY

S8 Prediction Intervals
Experimental Test Results — 2021 Case 1B

Error Summary Chart
MLNAN Average |MLNAN Min
Bilas: -43315.28 5715.74
MPE (%) -3.74% -0.70%
MAPE (%) 10.38% 8.28%
MAD 172390.82 144589.76
MSE 38911149258.38| 30815035888.85
MASE 1.47 1.24
RMSE 197259.09 175542.12
CV(RMSE)= 10.83% 9.64%

MLNAN ARMAX Forecasts Exrror Summary Chart

100 © 2025 by M&M
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Best Model Selection
Experimental Test Results — 2021, WWU

Composite: MA, MROLS, MLNANMIN, MLNANMAX

3000000

2500000
2000000
1500000
1000000

500000

s ActU3| e Forecast
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Best Model Selection

=278 Prediction Intervals

Experimental Test Results — 2021 Case 2B

Bias: -4575.996251
MPE (%) -1.05%
MAPE (%) 4.63%)
MAD 83008.18999
MSE 10342417863
MASE 1.073967405
RMSE 101697.6788
Coeff. Var

(RMSE) 5.59%

102 © 2025 by M&M



A Framework for Developing DNN of
Active Neurons - MLNAN

TL
BE TH-DAY
A
E

Eﬁuf.ﬁélrll."e d

Summary:

— Pair-Wise selection using external criteria, according to the Godel’s theorem, which are
based on cross-validation and are adequate to model building with low volume of initial
information (short Time-series).

— Provides more diversity of structure identification than in regression algorithms through
full/reduced sorting out of structure variants in multi-layered procedures (multi-stage
selection).

— High level of automation — it has a multi-layered structure which allows parallel
computing and no need of data preprocessing.

— Provides additional definition and automatic adaptation of optimal model complexity and
the external criteria to the level of noise (statistical variation) — the effect of noise immunity
causes robustness of the approach.

— Applies Gabor’s principle of inconclusive decisions and freedom of choice in the process
of gradual models’ complication.

— Use of multiple criteria models’ selection and evaluation.

— Applies prediction interval approach in models’ accuracy validation.

103 © 2025 by M&M



STATISTICAL L.EARNING
NETWORKS
Conclusions:

SLNs help increasing models' accuracy, which:

* helps researchers to analyze
problems more precisely, which

* leads to deeper and better
understanding of the case;

* helps to generate better predictions, which

 supports managers in making better decisions that
relate more closely to real-life business problems.

104 © 2025 by M&M



STATISTICAL L.EARNING
NETWORKS
Conclusions:

SLNs help increasing models' accuracy, which:

* provides more reliable bases for simulations and
what-if analysis;

* makes it possible to analyze more precisely the
problem in consideration;

* provides more realistic predictions;

* helps managers make better and more cost-
effective decisions.

105 © 2025 by M&M



! STATISTICAL LEARNING NETWORKS

A Framework for Developing DNN of
Active Neurons - MLNAN

Conclusions:
* SLNSs help researchers by making business simulations

and model-based business games development more
cost-effective.

* The results obtained show that they can develop
reliably even complex models with better overall error
rates and at very low cost, compared to most of the cur-
rent methods.

* MLNAN provides opportunities to shorten the design
time and reduce the cost and the efforts in model
building.
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Thank You!

Questions?
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Thank You!

and I'll

See You
again...
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