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PREFACE
Business forecasts importance has been recognized world-wide. Just recently, in about one
year period, a couple of new books about forecasting and related problems, written by two very

influential people!, have been published.

Understanding of forecasting techniques is crucial not only for managers, but also for any
decision maker, notwithstanding the number of their responsibilities in contemporary business
organizations, must be alert to the improper use of forecasting techniques because inaccurate
forecasts can lead to poor decisions. Unfortunately, not all managers/decision makers realize
this. One important reason for this is because many college graduates, including those with
degrees in business, do not ever study forecasting, except as a sidelight in courses like Statistics
and Operations Management which have other primary objectives.

Another reason is that most of the existing books in Business Forecasting present only the
basic techniques and many contemporary approaches, like business intelligence and predictive
analytics, knowledge discovery from data and data mining (including artificial neural networks,
genetic algorithms, self-organization and other intelligent tools), which are very useful today in

forecasts development, are just mentioned.

The focus of this book is in incorporating the latest findings from both theory and practical
research. The book not only presents general principles and fundamentals that underlie
forecasting practice, but also introduces both standard and advanced approaches of forecasting,
with main emphasis on data mining and predictive analytics. The purpose of the book is to help
decision makers and forecasters carry out their job and to enable students to prepare for a

managerial and analytical career.

! Nate Silver, who was named one of the world’s 100 Most Influential People by the Time Magazine — see The
Signal and the Noise (Why So Many Predictions Fail — But Some Don’t ), The Penguin Press, New York, 2012,
and Alan Greenspan, the former Chairman of the Board of Governors of the Federal Reserve System, who served
for the longest period of time so far (approximately 19 years), for four Presidents of the USA — see The Map and
the Territory (Risk, Human Nature, and the Future of Forecasting), The Penguin Press, New York, 2013.
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BOOK ORGANIZATION OF THE SECOND EDITION

This textbook has been designed to provide students with enough understanding of the
fundamentals and the major details of all important techniques, which are necessary to develop
an appropriate forecast, to select a good one among many others and to apply it when solving

real-life business problems.
The content of the book is organized into a few major groups:

e The fundamentals of business forecasting are discussed in Chapters 1 and 2 —
Chapter 1 (which combines now the former Chapters 1 and 2) presents a brief
historical view and some basic insights about forecasting and also discusses the
nature and the need for Business Forecasting, and the common features to all
forecasts as well as the characteristics of good forecasts. Chapter 2 presents some
important fundamentals from other areas and their relations to Business Forecasting,
such as Decision Making and the General System Theory. It also discusses the main
steps in Business Forecasting, the general forecasting model and the major model
building approaches in forecasting.

e Forecast error and accuracy are discussed in Chapter 3 (former Chapter 4) along
with the forecasting techniques evaluation and selection of the most appropriate
forecasting model. One very important point here is Cross-Validation principle (i.e.
using an external supplement) as regularization method in Best-model selection
procedure as an analog of Gadel'’s incompleteness theorems. Another original input
here is the introduction of Self-Organizing Modeling and its applications in variables
and model selection.

e The next group presents and discusses intuitive (subjective) techniques (Chapter 4 -
former 5) and basic quantitative techniques used in business forecasting (Chapter 5
— former 6), such as Naive Forecasts and Graphics, Moving Averages, Exponential
Smoothing and other simple models and smoothing techniques.

e Chapters 6, 7 and 8 (former Chapters 7 and 8) cover the most common techniques,
considered by many professionals the “classics” in business forecasting, regression
and time series analyses. The former one presents regression models and their
application in forecasting, discussing in detail all related topics, such as model
building, estimation methods, aptness of the model, residual analysis,

multicollinearity, etc. The latter (now in two parts) covers Time Series Analysis and
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Autoregressive models. Time-Series decomposition, Seasonally-Adjusted forecasts,
Regression with Time Series data and ARIMA methodology are presented. A
special point of interest and original input here is Time Series Forecasting using
Data Mining techniques.

e Complex Forecasting methods and techniques are discussed in Chapter 9, which
presents advanced approaches like causal econometric modeling (both Single
Equation Models and Simultaneous Equations Models) and emphasizes on complex
model building and forecasting using Self-Organizing Data Mining. Group Method
of Data Handling (GMDH) and GMDH based algorithms are also discussed and a
special attention is dedicated to their implementations in developing Artificial
Neural Networks for predictive modeling and in particular to the Multi-Layered Net
of Active Neurons (MLNAN) technique, which is a multilayer GMDH algorithm for
multi-input to multi-output models identification.

e The last chapters present new techniques and methods in Business Forecasting,
which in general are referred to as Business Intelligence (Bl) and Business Analytics
(BA). Chapter 10 introduces BI&BA and their relations with Decision Support
Systems, Competitive Intelligence, Data Warehousing and so on, as well as Data
Mining as an important component of BA. The last topics in this chapter present Bl
solutions and platforms, and Data Mining integrated with Bl applications. Chapter
11 discusses in detail the major Data Mining techniques, such as clustering, decision
trees and Artificial Neural Networks (ANNs). Self-Organizing Data Mining, which
incorporates some of the most advanced techniques, such as Genetic Algorithms,
Multi Stage Selection Procedures, Cross-Validation and so on, is presented in
Chapter 12. This chapter discusses in particular Group Method of Data Handling
(GMDH) algorithms and their applications in business forecasting, emphasizing on
specific software platforms like KnowledgeMiner and techniques for predictive

modeling, such as Multi-Layered Net of Active Neurons (MLNAN).
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NEW AND UNIQUE EMPHASIS

The following original contributions from this book to the Business Forecasting theory and

practice can be pointed out and summarized as follows:

* Chapter 2, Sections:

= 2.1. Business Forecasting and Decision Making and 2.2. General System Theory and
Business Forecasting present some important fundamentals from other functional and
theoretical areas such as Decision Making and the General System Theory and also discuss their
relations with Business Forecasting. This way a new perspective is put on business forecasting
and the decision-making approach of the book is emphasized.

= 2.4. General Forecasting Model and Model Building Approaches; it presents both the
theory-driven one and the data-driven or experimental systems analysis approaches, discussing
pros and cons for each of them and emphasizing the need for new hybrid approach.

* Chapter 3:

= Sections 3.2. Measures of Forecast Accuracy and 3.3. Forecasting Techniques Evaluation
and Model Selection, discuss Cross-Validation principle (i.e. using an external supplement or
a regularization method, according to Godel’s incompleteness theorems) as a model validation
technique for assessing how the results of a statistical analysis will generalize to an independent
data set. This is asymptotically equivalent to Akaike’s Criterion ICA in measuring the Forecast
Accuracy and the Forecasting Error, and for evaluating a forecasting technique, but it is more
objective and it helps to address the overfitting problem as well.

= Section 3.4. Self-Organizing Modeling introduces one little-known, but very effective
approach in complex systems modeling and forecasting. The theory of self-organizing
modeling has widened the capabilities of system identification, forecasting, pattern recognition
and multi-criteria decision making. In fact, it provides a new, third view (also known as “hybrid
approach”) to the theory-driven (or theoretical systems analysis) and data-driven (or
experimental systems analysis) approaches in model building problem: “what variables, which
method, which model. This section also introduces one real-life application of this approach —
the Group Method of Data Handling (GMDH), which is a heuristic, self-organizing modeling
method developed by A.G. Ivakhnenko (1968). It contains a family of inductive algorithms
(discussed in the following chapters) for computer-based mathematical modeling of multi-
parametric datasets that feature fully automatic structural and parametric identification of

models.
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+* Chapter 6, Section 6.3. Multiple Regression and Model Building:

= GMDH is suggested as a tool to address multicollinearity. Particular GMDH algorithms
that solve the issue of multicollinearity and many other problems in regression model building
and forecasting are presented in Chapters 8, 9 and 12.

= Since the results of a stepwise regression are often used incorrectly without adjusting them
for the occurrence of model selection, the model assessment and evaluation of its performance
should be done on a set of data not used for training. The usage of Cross-validation procedure,
as a part of Self-organizing data mining algorithm, was suggested. In cross-validation, a
regression model is usually given a dataset of known data on which training is run (training
dataset), and a dataset of unknown data (or first seen data) against which the model is tested
(testing dataset) and validated. If the validation error increases while the training error steadily
decreases, then usually a situation of overfitting have occurred. The best predictive and fitted
model would be when the validation error has its global minimum.

= When selecting an appropriate functional form for the model, Self-Organizing Data
mining methods, such as GMDH, not only provide better platform for model building for expert
forecasters, but also give a great support to nonqualified users, who cannot comprehend the
rules on how to build and select the right model specification. To prove this statement, special
GMDH algorithms that perform the modeling process as highly automated procedure, according
to data patterns or particular properties of the regression model, are discussed in detail later on
in Chapters 8, 9 and 12.

* Chapter 8:
= Section 8.3. Time Series Forecasting Using Data Mining Techniques. Outside the
traditional statistical modeling (stochastic methods) for time series modeling and forecasting,
an enormous amount of forecasting is done using Data Mining techniques. Artificial Neural
Networks (ANNS) are suggested to address existing problems. This section:
- Introduces GMDH-type ANN as a multilayered inductive procedure, which is equivalent
to the ANNs with polynomial activation function of neurons.
- Discusses Multi-Stage Selection algorithms as specific GMDH-type ANNSs that use the
idea of Genetic Algorithms (GA) and multilayer organization.
- Presents a unique, developed with author participation, working prototype of a Multi-
Layered Net of Active Neurons (MLNAN) as a very useful tool in business forecasting

for building multi-input to single-output models (different type of regression models) as
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well as econometric models of SE (i.e. multi-input to multi-output models — presented
in Chapter 9).

- Comments some examples of using ANNSs for Time Series Analysis and Forecasting and
the results obtained.

* Chapter 9. Complex Forecasting Techniques:

= Section 9.2. Simultaneous Equations Models. A variable could be dependent in one
equation and a regressor in others in statistical models of linear Simultaneous Equations (SE),
i.e. multi-input to multi-output models, which are one of the most advanced model’s types.
These models are not usually presented in forecasting books, while in sections 9.2 and 9.3 SE
are introduced in detail and existing problems and potential solutions are presented and
discussed.

= Section 9.3. Complex Model Building and Forecasting Using Self-Organizing Data

Mining. In this section:

- GMDH algorithms for complex models specification are presented. This Self-
organizing modeling technique is based on statistical learning networks, which are
networks of mathematical functions that capture complex (both linear and non-linear)
relationships in a compact and rapidly executable form. Such networks subdivide a
problem into manageable pieces or nodes and then automatically apply advanced
regression techniques to solve each of these much simpler problems. These tools are
very useful for addressing model-building problems already discussed in the book.

- Special attention is given to the GMDH Algorithms for Self-organization of Active-
Neuron Neural Networks. The Multi-Layered Net of Active Neurons (MLNAN)
algorithm, described in Chapter 8, is presented and applied for developing a small
macroeconomic forecasting model in the form of Simultaneous Equations. The model
and its properties are analyzed and a comparative evaluation of ex-ante and ex-post
forecasts are discussed in detail.

- MLNAN is used for building SE models with both stationary and dynamic coefficients.
A comparative evaluation of the predictions with the stationary and the dynamic models
is presented and discussed.

- MLNAN applications in Distributed lag models, AR, ARMAX and VAR models are
presented and discussed. All these examples provide evidences that the MLNAN, as
other SODM techniques, is a cost-effective tool for building such models with high

accuracy and reliability.
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- Applications of Self-Organizing Data Mining (SODM) techniques and the MLNAN
algorithms in macroeconomic modeling for complex systems, such as the US Economy,
Germany, Bulgaria and other countries are presented and discussed. Results confirm
that these tools are very useful for addressing model-building problems, for example,
overfitting is eliminated by the use of external criterion, i.e. the cross-validation method.
The small number of independent measurements (or short time-series) does not cause
problems too, because the inverted matrix size is always 2x2 (pair-wise combinations).
This feature helps in dealing with the problem of multicollinearity as well. The
autocorrelation is eliminated by adding automatically (when needed) lagged variables
and so forth. Last, but not least, these techniques are totally automated procedures with
strong user-friendly interface which provides opportunities for a forecaster (or decision
maker), who at the crucial points of the process has options to apply additional insights,

knowledge or hypotheses.

* Chapter 10. FORECASTING, BUSINESS INTELLIGENCE AND BUSINESS ANALYTICS:

= Introduces Business Intelligence and Business Analytics (BI&BA) and their relations with
Decision Support Systems, Competitive Intelligence, Data Warehousing and so on, as well as
Data Mining as an important component of BA.

= Bl solutions and platforms, and Data Mining integrated with Bl applications, as tools for

model building and forecasting, are presented and discussed.

+* Chapter 11. BUSINESS FORECASTING AND DATA MINING:

= Introduces Knowledge Discovery from Data (KDD) and presents Data Mining techniques
as a powerful tool in analyzing the massive amounts of data and turning the information located
in the data into successful decisions. KDD process has a wide range of applications and business
forecasting is just one of them.

= The most comprehensive data mining techniques such as decision trees, clustering and
artificial neural networks (ANNs) are discussed in detail revealing their advantages and
weaknesses. In addition, the need of a new approach to them (ANNs in particular) to address
existing problems is pointed out and Statistical Learning Networks, like GMDH based ANNs

are suggested as a potential solution.

+* Chapter 12. SELF-ORGANIZING DATA MINING AND FORECASTING.

= Section 12.1. GMDH based Self-Organizing Data Mining Algorithms; it presents these
algorithms, their advantages, details and potential applications. In GMDH algorithms, models
are generated adaptively from data in the form of networks of active neurons. In this procedure,
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a repetitive generation of populations of competing models of growing complexity,
corresponding validation, and model selection are done until an optimal complex model, neither
too simple nor too complex, has been identified. This modeling approach grows a tree-like
network out of data of input and output variables (seed information) in a pair-wise combination
and competitive selection from a simple single individual (neuron) to a desired final solution
that does not have an overspecialized behavior (model). In this approach, neither the number of
neurons and the number of layers in the network, nor the actual behavior of each created neuron
is predefined. The modeling is self-organizing because the number of neurons, the number of
layers, and the actual behavior of each created neuron are adjusting during the process of self-
organization.

= Section 12.4. Self-Organizing Data Mining Platforms. This section discusses possible
platforms for automated model building and forecasting. In this way, modern data mining tools
are no longer restricted to specialists. As more organizations adopt predictive analytics into
decision-making processes and integrate it into their operations, they are creating a shift in the
market toward the business users as the primary consumers of the information. Business users
want tools they can use on their own and vendors are responding by creating software that
removes the mathematical complexity, provides user-friendly graphic interfaces, and/or builds
in shortcuts that can, for example, recognize the kind of data available and suggest an
appropriate predictive model. Predictive analytics has become sophisticated enough to
adequately present and dissect data problems, so that any data-savvy information worker can
utilize these methods to analyze data and retrieve meaningful, useful results. Modern tools like
KnowledgeMiner software present results using simple charts, graphs, and scores that indicate
the likelihood and/or the level of possible outcomes.

Using the unique software KnowledgeMiner (yX) for Excel, an original Multi-Stage
Selection Procedure based on GMDH MLNAN algorithm is designed and applied for building
complex forecasting models and conducting different simulation experiments with real-life
business systems.

= Section 12.5. Forecasting Applications of Self-Organizing Data Mining. Many
applications of GMDH based SODM have been summarized and some important examples are
presented and discussed. The results obtained so far prove that SODM and the GMDH based
ANNSs in particular provide opportunities to shorten the design time and reduce the cost and the
efforts in model building and forecasting. MLNAN and similar techniques are able to develop

reliably even complex models with lower overall error rates than other methods.
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CHAPTER 1. FUNDAMENTALS OF BUSINESS FORECASTING

1.1. Introduction to Forecasting
“To predict the future” has been a human aspiration since ancient times. One can find
evidence in many legends and manuscripts from antiquity. For instance, God revealed
information about the future through prophets like Jeremiah and Daniel. Greek army leaders
visited the oracle in Delphi to hear the opinion of their gods before attacking the city of Troy.

Predictions have often been made, from antiquity until the present, by resorting to
paranormal or supernatural means, such as prophecy or by observing omens. Disciplines
including water divining, astrology, numerology, and fortune telling, along with many other
forms of divination, have been used for centuries and even millennia to predict or attempt to
predict the future.

In literature, vision and prophecy are literary devices used
to present a possible timeline of future events. For example,
Charles Dickens' “A Christmas Carol” - after Scrooge
confronts the visions given to him by the Ghosts of Christmas
Past, Present, and Yet to Come, he asks whether the future he

has seen can be changed, i.e. he wants to know whether he can

change the outcome of the ghosts' prophecies®.

One very interesting example could be found in the Bible. In the Epistle of James the author
is giving a warning specifically about business forecasting®. Somewhat unusually, he focuses
first on the principle of trusting God. He opens with sobering words: “Go to now, ye that say,
‘To-day or to-morrow we will go into such a city, and continue there a year, and buy and sell,
and get gain:’ whereas ye know not what [shall be] on the morrow. For what [is] your life? It is
even a vapour, that appeareth for a little time, and then vanisheth away.” From a glance, it might
seem that James is condemning even short-term business planning. The process of planning
ahead, however, is not his concern. Imagining that we are in control of what happens is the true
problem.

The last verse helps us see James’s real point: “For that ye [ought] to say, ‘If the Lord will,
we shall live, and do this, or that.”” The problem is not planning in general; it is planning as if
the future lies in our hands. We are responsible to use wisely the resources, abilities,

connections, and time that God gives us. But we are not in control of the outcomes. Most

! http://en.wikipedia.org/wiki/Prediction#Supernatural .28prophecy.29
2 See Epistle of James (KJV) Ch. 4, vs 13-15.
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businesses are well aware how unpredictable outcomes are, despite the best planning and
execution that money can buy. The annual report of any publicly traded corporation will feature
a detailed section on risks the company faces, often running many pages. Statements such as
“Our stock price may fluctuate based on factors beyond our control” make it clear that secular
corporations are highly attuned to the unpredictability James is talking about®.

In April 1968, The Club of Rome was founded by Aurelio Peccei, (an Italian industrialist,
VP of FIAT), and Alexander King (a Scottish scientist). It was formed when a small
international group of people from the fields of academia, civil society, diplomacy, and
industry, met at a villa in Rome, Italy, and defined the original prospectus of the Club of Rome
titled "The Predicament of Mankind." This prospectus was founded on a humanistic
architecture and the participation of stakeholders in democratic dialogue. Later on, the Club of
Rome Executive Committee in the summer of 1970 opted for a mechanistic and elitist
methodology for an extrapolated future.

The club states that its essential mission is “to act as a global catalyst for change through
the identification and analysis of the crucial problems facing humanity and the communication
of such problems to the most important public and private decision makers as well as to the
general public."

The Club of Rome raised considerable public attention with its report “Limits to Growth”,
which has sold 12 million copies in more than 30 translations, making it the best-selling
environmental book in world history (Turner, 2008, p. 52). Published in 1972 and presented for
the first time at the International Students’ Committee (ISC) annual Management Symposium
in St. Gallen, Switzerland, it predicted that economic growth could not continue indefinitely
because of the limited availability of natural resources, particularly oil. The 1973 oil crisis
increased public concern about this problem. However, even before Limits to Growth was
published, Eduard Pestel and Mihajlo Mesarovic of Case Western Reserve University had

begun work on a far more elaborate model (it distinguished ten world
regions and involved 200,000 equations compared with 1000 in the
Meadows model). The research had the full support of the Club and
the final publication, Mankind at the Turning Point was accepted as
the official Second Report to the Club of Rome in 1974. In addition
to providing a more refined regional breakdown, Pestel and

3 https://www.theologyofwork.org/new-testament/general-epistles/james-faith-works/business-forecasting-james-413-17/

4 http://www.clubofrome.org/eng/about/3/
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Mesarovic had succeeded in integrating social as well as technical data. The Second Report
revised the predictions of the original Limits to Growth and gave a more optimistic prognosis
for the future of the environment, noting that many of the factors were within human control

and therefore that environmental and economic catastrophe were preventable or avoidable,

hence the title. Mankind
Another important point in the Club of Rome research is its third ¥ Tgagte Rade 3]

By Mihajlo Mesasovie a9 Eduard Peated

report published under the title “Reshaping the International Order”
(R10)°. It was formulated by a group of about twenty experts from both
developing and developed countries. The initiative to undertake this

study of the international order was taken by the Club of Rome Board,

especially by its chairman Aurelio Peccei and the study was financed by the Netherlands
Ministry of Foreign Affairs at the initiative of the Minister for Development Cooperation, Jan
Pronk. The report was presented to the Club of Rome in a meeting at Algiers, hosted by the
Algerian Government in 1976.

The project coordinator Jan Tinbergen, a Dutch economist, and Ragnar Frisch shared the
first Bank of Sweden Prize in Economic Sciences in Memory of Alfred Nobel in 1969 for
having developed and applied dynamic models for the analysis of economic processes. Jan
Tinbergen was also a consultant to the League of Nations. From 1945 till 1955 he served as the
first director of the Netherlands Bureau for Economic Policy Analysis. He was a member of the
Royal Netherlands Academy of Arts and Science and the International Academy of Science. In
1956 he founded the Econometric Institute at the Erasmus Universiteit Rotterdam together with
Henri Theil, who was also his successor in Rotterdam. The Tinbergen Institute was named in
his honor.

In 2001 the Club of Rome created tt30 as a spin-off, an anticipatory thinking (systems
thinking) youth think tank® for people around the age of 30. Today, the Club has national
associations in many countries, including a number of European and Asian countries, USA,
Canada, Mexico, Brazil, Puerto Rico and Venezuela. These associations analyze national
problems in terms of the same factors and give advice to the countries’ decision-makers.

Global Forecasts importance increases every year, and The Global Forecast System (GFS)

— a global numerical weather prediction system containing a global computer model and

5 Published as: Reshaping the International Order, A Report to the Club of Rome, Jan Tinbergen (coordinator),
E.P. Dutton, New York, 1976.

5 A think tank (also called a policy institute) is an organization, institute, corporation, group, or individual that
conducts research and engages in advocacy in areas such as social policy, political strategy, economy, science or
technology issues, industrial or business policies, or military advice.
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variational analysis, run by the US National Weather Service (NWS) can be given as an
example. The GFS ensemble’ is combined with Canada's Global Environmental Multiscale
Model ensemble to form the North American Ensemble Forecast System (NAEFS).

1.2. The Nature of Business Forecasting
According to Webster's Online Dictionary, the term "forecast" was first used in popular
English literature sometime before 1321 and its definitions are: “A prediction about how

something (as the weather) will develop” (noun) and “Predict in advance ” (verb)®.
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Encyclopadia Britannica defines economic forecasting as the prediction of any of the
elements of economic activity. Such forecasts may be made in great detail or may be very
general. In any case, they describe the expected future behavior of all or part of the economy
and help form the basis of planning®.

Searching for the meaning of “What is forecast?”, in most dictionaries we will find similar
explanations, for example Microsoft Encarta Dictionary in its last, 2009 edition returns:

e suggest what will happen: to predict or work out something that is likely to happen

such as the weather conditions for the days ahead;

e be an early sign of something: to be an advance indication of something that is likely

or certain to happen;

e prediction of future developments: an estimation or calculation of what is likely to

happen in the future, especially in business or finance.

7 Ensemble forecasting is a numerical prediction method that is used to attempt to generate a representative
sample of the possible future states of a dynamical system.

8 http://www.websters-online-dictionary.org/definition/forecast

9 http://www.britannica.com/EBchecked/topic/178385/economic-forecasting
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Another, online dictionary (Merriam-webster.com)®©:

e to calculate or predict some future event or condition usually as a result of study and

analysis of available pertinent data.

Textbooks also give similar definitions:

e predicting important variables for an individual company or perhaps for one component

of a company (Hanke & Wichern, 2005, p. 4);
e a statement about the future value of a variable such as demand (Stevenson, 2009, p.
71) and so on.

We can summarize all of them and make the following definition:

Business forecasting is the science of developing information about the future through
different methods in order to assist in making more effective business decisions.

Economic forecasting is probably as old as the first organized economic activity, but
modern forecasting received its impetus from the Great Depression of the 1930s. The effort to
understand and correct the worldwide economic disaster led to the development of a much
greater supply of statistics and also of the techniques needed to analyze them. Many of the
forecasting methods were developed in the nineteenth and the beginning of the twentieth
century, for example the regression analysis, one of the most frequently used forecasting
technique.

After World War IlI, many governments committed
‘ themselves to maintaining a high level of employment. Business
organizations manifested more concern anticipating the future.
Time SCI‘iCS Many trade associations now provide forecasts of future trends for
Analysis their members, and a number of highly successful consulting firms

Forecasting and Control have been formed to provide additional forecasting help for
governments and businesses. More forecasting procedures, like

FOURTH EDITION

Box-Jenkins ARIMA, Time-series decomposition and others,
George E. P. Box
Gwilym M. Jenkins

were developed and with the advent of electronic computers,

Gregory C. Reinsel

especially the proliferation of the personal computer (PC) and
associated software, forecasting has received more and more attention.
And new techniques for business forecasting continue to be developed (and/or adopted from

other scientific areas) as management concern with the forecasting process continues to grow.

10 hitp://www.merriam-webster.com/dictionary/forecast
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Managers now have the ability to utilize very sophisticated data analysis techniques for
forecasting purposes, like data mining, machine learning and other intelligent tools.

Nowadays there is a wide variety of forecasting techniques that are in use. In many respects,
they are quite different from each other, as we shall discover in the next chapters. Nonetheless,
certain features are common to all methods, and it is important to know and recognize them.
These features can be summarized in the following seven groups:

A. Forecasting techniques generally assume that the same underlying causal system that
existed in the past will persist into the future — a manager cannot simply delegate
forecasting to models or computers and then forget about it, because unplanned
occurrences can wreak havoc with forecasts. For instance, weather-related events, tax
increases or decreases, and changes in prices of competing products or services can have
a major impact on demand. Consequently, a manager must be alert to such occurrences
and be ready to override forecasts, which assume a stable causal system.

This assumption may be a very strong restriction, especially in long-term forecasting with
time series data sets when most elements and relationships between them are dynamic and
change, both within the system and in its environment. In Chapters 9 and 12 we will learn how
to improve the forecast in such a case using “dynamic coefficients”.

B. Business forecasting holds a very strong relationship with the planning function in
business organizations. Demand planning, for example, also referred to as supply chain
forecasting embraces both statistical forecasting and a consensus process. This is one
aspect of forecasting that is often ignored. However, if leaders cannot differentiate
between a plan and a forecast (as presented in Example 2 below), and the organization
doesn't consider forecasting function as a driving force for the highest possible
performance, they should not be surprised when one or more of the following occurs:

e They have excess inventory and don't know why;

e Production and logistics are constantly engaged in fire drills to deliver product and
thus forced to use emergency/expedited shipping;

e Item-level business planning is nonexistent, inaccurate, or considered an exercise in
futility.

Additional problems may also arise like lack of serious effort to improve forecasts; no
incentives, metrics, or performance reviews regarding forecasting; forecasts are created,
reviewed, and acted upon only at low organizational levels; forecasts are continually changing,
adjusted to account for earlier misses; forecasting tools are not either properly understood or

not available and so on.
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In summary, we should point out that forecasting can be described as predicting what the

future will look like, whereas planning predicts what the future should look like.

C. Each forecast must consider the Global Optimum of the business organization.

Forecasts are needed throughout the entire business organization. For example, an
inventory system struggles with uncertain demand. The inventory parameters require
estimates of the demand and forecast error distributions. The two stages of these
systems, forecasting and inventory control, must not be examined independently.
Demand forecasting is not an end in itself, and stock control models should not be
considered as if there were no preceding stages IHF o
of computation. It is important to understand the o r#"w*“”d‘iyﬂ*
interaction between different departments and -
functions in business organizations, like demand

forecasting and inventory control, and their

influence on the performance of the inventory

system. -

In most similar uses of forecasts, decisions in one area have consequences in other areas.

Therefore, it is vital for all affected areas to agree on a common forecast. However, this may

not be easy to accomplish. Different departments often have very different perspectives on a

forecast, making a consensus forecast!! difficult to achieve. For example, salespeople, by their

very nature, may be overly optimistic with their forecasts and may want to “reserve” capacity

for their customers. This can result in excess costs for operations and inventory storage.

Conversely, if demand exceeds forecasts, operations and the supply chain may not be able to

meet demand, which would mean lost business and dissatisfied customers.

The negative consequences of this problem may consist of the following:

Multiple forecasts exist - forecasts of marketing, logistics, etc. Each one is driving its
functional area with its own forecasts, which are not in sync with anyone else;

In spite of a single department positive results, the overall company performance is
unsatisfactory and the organization may have a big financial loss in the end of the
period;

Similar efforts are made for forecasting "D" type items (i.e. that make <1% of company

sales), as well as for "A™ items, which drive more than 80% of the business, and so on.

1 Consensus forecasts are predictions of the future that are created by combining together several separate
forecasts which have often been created using different methodologies and/or forecasting teams.
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Some best practices and recommendations of how to deal with problems in topics B. and
C. are given and will be discussed in Chapter 13.

D. Forecasts are made with reference to a specific time horizon — the time horizon may be
fairly short (e.g., an hour, day, week, or month), or somewhat longer (e.g., the next six
months, the next year, the next five years, or the life of a product or service). Short-
term forecasts pertain to ongoing operations. Long-range forecasts can be an
important strategic planning tool. Long-term forecasts pertain to new products or
services, new equipment, new facilities, or something else that will require a somewhat
long lead time to develop, construct, or otherwise implement.

Forecast accuracy decreases as the time period covered by the forecast (i.e. the time
horizon) increases. Generally speaking, short-range forecasts must contend with fewer
uncertainties than longer-range forecasts, so they tend to be more accurate. An important
consequence of this point is that flexible business organizations — those that can respond quickly
to changes in demand — require a shorter forecasting horizon and, hence, benefit from more
accurate short-range forecasts than competitors who are less flexible and who must, therefore,
use longer forecast horizons (Stevenson, 2009, p. 73).

How to select an appropriate forecasting method and a model for a given time horizon is
discussed in Chapters 2, 3 and 4.

E. Forecasts are not perfect and actual results differ from predicted values — the presence
of randomness precludes a perfect forecast. A particular focus of this is on the errors
that are an inherent part of any forecast. Predictions of outcomes are rarely precise and
the forecaster can only endeavor to make the inevitable errors as small as possible.

Risk and uncertainty are central to forecasting and prediction, and it is considered a good
practice to indicate the degree of uncertainty attached to forecasts. How to measure forecast
accuracy and to select the most reliable model is discussed in detail in Chapter 4.

One important moment in this regard is how to reduce the forecasting error. For example,
forecasts for groups of items tend to be more accurate than forecasts for individual items
because forecasting errors among items in a group usually have a canceling effect (i.e.
nullification and neutralization). Opportunities for grouping may arise if parts or raw materials
are used for multiple products or if a product or service is demanded by a number of independent
sources. Another example is applying different transformations (reciprocal, logarithmic and so
on) to the initial data set. These and some other techniques used to reduce the forecasting error

are presented in Chapter 13.
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F. Another important feature is that forecasting is a never ending process. Forecasts are
needed continually, and as time moves on, the impact of the forecasts on actual
performance is measured, original forecasts are updated, decisions are revised, and
modified if necessary, and so on (see Fig.1-1). A good example (Lucey, 1991, p. 3) is
presented in the Forrester Research paper'? under Best practice No.1 of Demand
Management topic, part “Develop forecasts of weekly demand”: “Retailers and their
suppliers should ensure that their forecasts are sufficiently frequent to offer maximum
intervention opportunities ... The switch from monthly to weekly forecasting also
provides more opportunities to take corrective action when sales are lagging”.

G. Reducing time, efforts and cost of forecasting and transforming it from a complex,
difficult to understand process to a smooth, easy to use and understand tool, are the
goals of intelligent techniques discussed in Chapters 10, 11 and 12.

H. Forecasts are developed using a model which can be very simple or a very complex
one. Usually, a model is defined as a simplified abstract view of the complex reality. A
scientific model represents different systems and/or processes in a logical way.

Models form the basis for any decision. They support and assist decision makers in many
different ways. Models make it possible to recognize (or identify) the structure and the functions
of the systems. This leads to a deeper and better understanding of the problem. In general,
models can be analyzed more easily, faster and cheaper than the original problem. They help to
find appropriate means for cause-and-effect influence on an object and to predict what the
system has to expect in the future. Eventually, models make it possible to run experiments with

the system of interest and apply “what-if” analysis.
COMPANY GOALS

—— Management-—{ Forecast |—Feedback—

Control, Analysis, Information
Decision Making/ (measurements,
Implementation comparisons etc.)

Inputs | Transformation/Conversion | Outputs

Equipment, (Value Added) Process T
Labor, Services,
Capital etc. Information etc.

Fig.1-1 Forecast as an Element of the Business Process Cycle

12 Forrester interviewed 20 vendor and user companies including: ConAgra Foods, JDA, Just Group, Oracle,
SAP, and Shaw Industries
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Of course, the use of models does not guarantee good decisions. Often, nonqualified users
cannot comprehend the rules on how to use the model, or may incorrectly apply it and
misinterpret the results. How to develop a reliable model, how to select a good one among many
similar models, how to apply this model and develop a useful business forecast — all these
questions are very important and will be discussed in detail in this textbook.

It is important to clarify two very important aspects of business forecast:

a) Itis astatement about the future value, the expected level of a variable such as demand
—the level of demand may be a function of some structural variation such as long-term
trend or a causal association such as between demand and supply, i.e. it is a statement
about what will happen under specific conditions. Defining these conditions is our
number one goal in any forecasting task (called structural identification of the
forecasting model as explained in Chapter 2);

b) It represents the real-life business variable with some accuracy, related to the potential
size of forecast error (discussed in Chapter 3). Predictions are rarely perfect and goal
number two (known as parametric identification of the forecasting model) for any
forecaster is to make the inevitable errors as small as possible.

There are also other important elements of business forecasting like data analysis, managing
the forecasting process, improving the forecast, combining forecasts with other management
tools (for example Management Information Systems and Decision Support Systems) and so
on. All of them are discussed in this textbook and enough information is given to help students

understand their nature, how to use them and when to apply them.

1.3. The Need for Business Forecasting

Organizations operate in an atmosphere of uncertainty and decisions that must be made now
affect the future of an organization. Educated guesses about the future are more valuable to
organization managers than uneducated guesses as many authors (Hanke et al., 2005),
(Stevenson, 2009), (Markidakis, 1986) and others pointed out.

In the past, before the advent of modern forecasting techniques and the power of the
electronic computers, the manager’s judgment, based on experience and very often just
intuition, was the only tool available in decision making. This situation totally changed in the
second part of the last century. Both practitioners and scientists realized that decisions generated
using only judgment are not as accurate as those involving the judicious application of
quantitative techniques (Markidakis, 1986, p. 17):
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“Humans possess unique knowledge and inside information not available to quantitative
methods. Surprisingly, however, empirical studies and laboratory experiments have shown that
their forecasts are not more accurate than those of quantitative methods. Humans tend to be
optimistic and underestimate future uncertainty. In addition, the cost of forecasting with
judgmental methods is often considerably higher than when quantitative methods are used.”

Nowadays new technologies and new disciplines
have sprung up overnight; government activities at all
levels have intensified; competition in many areas has
become more keen; international trade and
multinational companies have stepped up in almost
all industries; social help and service agencies have

been created and have grown; and the Internet has

become one of the most important sources of data and
decision-making information. All these factors have  «ars okay, | don't know what the chart means elther.”
combined to create an organizational climate that is
more complex, fast-paced, and competitive than ever before. And as the world in which
organizations operate has been changing constantly, forecasts have always been necessary.
Organizations that cannot react quickly to changing conditions and cannot foresee the future
with any significant degree of accuracy are doomed to extinction. The modern tools of
forecasting, along with the capabilities of the computer, have become indispensable for
organizations operating in the modern world (Hanke et al., 2005, p. 2).
Who and why needs business forecasts?
e Governments forecast unemployment, interest rates, and expected revenues from
income taxes for policy purposes;
e Marketing executives forecast demand, sales, and consumer preferences for strategic
planning;
e College administrators forecast enrollments to plan for facilities and for faculty
recruitment;
e Wholesalers forecast demand to control inventory levels, hire employees and so on.
Every organization (large or small, private or public, business or nonprofit) needs and uses
forecasting either explicitly or implicitly because it must plan to meet the conditions of the
future for which it has imperfect knowledge. Questions like “If we increase our advertising

budget by 5%, how will sales be affected?”, “What is a year-by-year loan balance of our bank
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over the next 5 years?”, or “What factors can we identify that will help explain the variability
in our monthly unit sales?”, etc. have been asked and will be asked, and all of them require the
use of an appropriate forecasting procedure.

Bernstein (1996, pp. 21-22) effectively summarizes the role of forecasting in organizations:

You do not plan to ship goods across the ocean, or to assemble merchandise for sale, or to
borrow money without first trying to determine what the future may hold in store. Ensuring that
the materials you order are delivered on time, seeing to it that the items you plan to sell are
produced on schedule, and getting your sales facilities in place all must be planned before that
moment when the customers show up and lay their money on the counter. The successful
business executive is a forecaster first; purchasing, producing, marketing, pricing, and
organizing all follow.

According to Stevenson (1998), both researchers and business managers agree that forecasts
are very important today. Al Enns, Director of Supply Chain Strategies at Motts North America
(Stamford, Connecticut) also emphasizes (as cited in Hill, 1998, pp. 70-80), the importance of
forecasting — “I believe that forecasting or demand management may have the potential to add
more value to a business than any single activity within the supply chain. | say this because if
you can get the forecast right, you have the potential to get everything else in the supply chain
right. But if you can’t get the forecast right, then everything else you do essentially will be
reactive, as opposed to proactive planning”.

The need for personnel with forecasting expertise is also growing as pointed out in
(Chaman, 1999, p. 2). In a survey, conducted by the Institute of Business Forecasting, at the
end of the last century, it was found that there were substantial increases in the staffing of
forecasters in full-time positions within American companies.

e & 6 ¢ R‘ Understanding of forecasting techniques is essential and
o it is crucial not only for managers — any decision maker with
Bl == more or fewer responsibilities in contemporary business

HR Dashboard

[’/ I > techniques, because inaccurate forecasts can lead to poor

organization must be alert to the improper use of forecasting

e -

even nowadays. Dilgard (2009, p. 4), after more than 15 years of experience in logistics and

decisions. Unfortunately, not everybody understands this

supply chain as a consultant, project manager, and logistics leader in Fortune 500 companies,
found very negative forecasting practices in corporate America:
“I have worked in dozens of medium and large companies as a consultant or logistics

manager, and not one of them had forecasting/demand planning processes that could be
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considered effective. They did not believe they needed to pay much attention to improving
forecasting, though they needed some forecasting capability, which might not be fully
leveraged or properly understood. Furthermore, they did not feel that they need a complete
overhaul requiring major changes in existing processes. In my experience, many companies
have no forecasting capability at all because they feel it's not necessary at their companies.
Some of these companies are profitable, well heeled, and stable, while others are in obvious
decline, struggling for a way to survive. It does not seem to matter how the company is
performing, how old it is, whether it is large or small, technologically savvy or not - none
possessed a satisfactory, value-adding forecasting capability and process for continuous
improvement. This does not mean, of course, that there are not any companies serious about
forecasting, but my observation is that such firms are in the minority. Forecasting problems
are myriad, but one consistent theme abounded: executives do not know the difference
between a Forecast and a Plan. Hence, organizations are confused as well. ”

Forecasting is important, but apparently, in spite of this, there are many issues and wrong
applications in this area. Some of the most important negative consequences are summarized
by Dilgard (2009, pp. 6-7) in the following examples of the worst forecasting practices:

Example 1: Warehouse planner drives forecasts for the entire organization: | was
brought into a large multinational instruments company to develop and improve the logistics
and procurement capability for its $400 million North American sales and service organization.
There were many challenges to be faced, as always, but one that prohibited improving customer
service, delivery, warehouse operations, and marketing information was lack of a
collaboratively built and widely understood forecast. Per-item demand history and expected
future sales were owned and managed by a warehouse planning manager rather than the product
managers! Marketing leaders, product managers, and | (the logistics leader for the marketing
organization) had no input into demand planning, which drove procurement, shipping, and
warehouse storage of expensive instruments and accompanying spare parts. Also, the
warehouse planner has a different set of incentives than our marketing organization - his central
purpose was to keep inventory down. But with that kind of approach, you can imagine
marketing/sales leader complaints: We don't have enough stock to satisfy our customers! Our
customers wait too long! We don't have input into expected demand! We can't incorporate
market data into the forecast! The warehouse has no incentive to meet customer demand, etc.

Furthermore, marketers did not understand how the warehouse manager calculated future
demand. By pulling historical demand from the ERP system and plugging it into a homemade

Access database, he estimated future demand by simply extrapolating historical demand with
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moving averages and made adjustments where necessary using known manufacturing capacity
and his own intuition. The organization had not provided better tools or a collaborative process
to add market data into the forecast. The warehouse manager wasn't apprised of sales, discounts,
large upcoming customer contracts, and so on.

The company faced many other familiar forecasting challenges - islands of analysis, low
organizational level of forecasting; no math, statistics, or tools deployed; no marketing input,
no concentration of efforts on "A" items; no collaboration; and no metrics or performance
review to drive improvement.

Due to budget constraints and lack of top management buy-in to invest in forecasting, my
team built a minimal, short-term solution. The objective was, at the very least, to provide a
vehicle for integrating marketing input into the forecast. We built an Excel-based tool with
minimal mathematical capability (moving averages, seasonal adjustment calculations, and the
like) and devoted efforts to items that mattered most - the top 80% of total sales.

Every month, we pushed the tool, populated with demand history and a rough forecast
(through the end of the year plus one year), to product managers and asked them to make
adjustments based on their market information. We requested that they document market
information for future reference and start tracking forecast error. The forecast was then pushed
to factories in China; in this way, not only was their manufacturing planning greatly improved,
but also rancor associated with lack of forecast collaboration was reduced.

Interestingly, once product managers were involved in the process, our team had to prod
them to provide input. They were concerned that their input would actually be used to alter their
warehouse buying plan or the plant production plan. They did not want to see their efforts go
to waste. Even after proving the actual benefit of their input, obtaining product manager input
was still sometimes difficult because providing a good forecast was not part of their job
description or incentive plan. They also did not understand how a better forecast could translate
into more available inventory for their customers. Both were huge obstacles to forecast

improvement, a problem | witnessed at many organizations.

Example 2: Plan vs. Forecast: Parts requirement from Bill of Materials (BOM) blowout
considered a "forecast". As the divisional logistics executive at a Fortune 500 diversified
manufacturer, 1 was charged with improving inventory and materials management at five
distinct and separate companies. Each had different systems, cultures of people, products,
processes, and locations. But one thing was consistent: There was a complete lack of forecasting

at virtually all levels.
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One company in my division was engaged in the "fire drill" method of pleasing the
customer. Rather than analyzing historical data and deploying forecasting techniques for new
products or large purchase customers, it decided that its products could not be forecasted.
Leaning heavily on suppliers, managers, and employees, it scrambled to meet customer demand
as it arrived, and lived every day in an emergency mode.

When | began inquiring about planning and forecasting processes, | quickly learned why
there was no forecasting capability. I met with hostile resistance from the division's CFO
immediately and often. The CFO, a competent accountant also charged with managing IT, had
been helpful in other areas. | explained how improved forecasting could help meet customer
demand and reduce excess and obsolete inventory, which was a significant issue. However, the
CFO responded in this way:

How can you say we don't forecast?! We already have a great forecasting capability in our
ERP (Enterprise Resource Planning) system! We simply plug in the product we need to build,
and it blows out each item we need to buy or build, and even lead times.

When the VP of Procurement pointed out that the CFO had identified a plan, not a forecast,
there was a sense of sinking feeling in the room - this was an educational challenge of great
proportion. The CFO and most other members of the leadership
team did not understand the difference between a forecast and a \\I//
plan.

The presidents of three other companies in the division stated
that their company's products simply could not be forecasted or TH I N GS
planned for and that trying to forecast or plan was an exercise in
futility. The companies, in their mind, were limited to only
responding to customer orders. To be sure, there were many
unpredictable customer orders, but to completely ignore T I M E
analyzing historical demand was startling and self-defeating.

Example 3: ""Forecast™ is a sales target, developed by top executives and pushed down
to managers to make work. At one company, a very famous and large fashion retailer,

forecasting had two major difficulties:

e The "forecast" was actually an aggregate-level sales revenue target, created by

management to drive sales growth across the company.
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e The actual forecasting function was done at a micro level by home office analysts,
simply for replenishing store inventory at a store level. No forecast existed except a
simple moving average with minor qualitative intervention.

The aggregate sales target sounded like this: Our sales target for 2009 is $2 billion. Every
department and all sales divisions need to figure out how they can do their part to achieve this
figure.

Sound familiar to your budgeting process? All organizational functions were doing their
own forecasting to build a plan to meet the top management's sales target. The problem with
that was middle managers lacked item-level historical demand or a collaborative forecast to
build a case on how they could meet their "forecast.” A budgetary sales target without serious
forecasting credentials for support generally results in missed and poorly understood results and
mysteriously built inventory. Companies are then stunned that sales targets are not met, targets
are not realistic, or inventory is high. Often, forecasts are continually "adjusted" throughout the
year, and there is little or no information available as to what has been changed.

Most companies have only anecdotes, stories, and assumptions to rely upon. Wins and
misses are found too late, and adjustments are made too slowly to seriously redeploy or reduce
inventory investment. Heads sometimes will roll, but mostly, companies just live with mistakes,
pain (inventory), or missed opportunities. A robust forecasting function will quickly calculate
hits and misses and have a ready-made plan to address them.

We can resume the above experiences simply by saying that there is a deep, ingrained
misunderstanding at even the most modern U.S. companies about what a forecast is and how it
should be used in business planning and management. Great difficulty lies in companies already
feeling they forecast very well, or their products cannot be forecasted or planned, and
forecasting is not a function where money should be thrown. Forecasting is deemed impossible
without significant knowledge of forecasting, which many leaders believe nobody has.

One very important reason for all this to happen is because many college graduates,
including those with degrees in business, do not ever study forecasting, except as a sidelight in
a course that has other primary objectives, such as Business Statistics and Operations
Management. Even more, most of the existing books in Business Forecasting, like (Hanke &
Wichern, 2005), (Wilson & Keating, 2002) and others, present only the basic techniques and
many contemporary approaches, like business intelligence and predictive analytics, knowledge
discovery from data and data mining (incl. artificial neural networks, genetic algorithms, self-
organization and other intelligent tools), which are very useful today for preparing business

forecasts, are only briefly mentioned.
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1.4. Characteristics of Good Forecasts

In the beginning of this chapter, we defined Business forecasting as the science of
developing information about the future through different methods to assist in making more
effective business decisions. In fact, what managers do need is good information, i.e.
information which has been used and created value. Consequently, the forecasting information
is valuable to a business only when it leads to actions which create value or market behavior
that gives a competitive advantage.

This general statement needs clarification in terms of some qualities, which can be used to
determine if particular forecasting information is good or not. There are some classifications in
the theory (Stevenson, 2009), (Lucey, 1991) and others, which list numerous characteristics.

First of all, managers need relevant information to assist them in planning, controlling, and
decision making. According to Lucey (1991, p. 12) relevant information is information which:

a) Increases knowledge;

b) Reduces uncertainty;

c) Is usable for the intended purpose.

In effect, this is the overriding quality. Information must be relevant to the problem being
considered (i.e. to be meaningful). Too often reports, messages and projections contain
irrelevant parts which make understanding more difficult and cause frustration to the user.
Relevance is affected by many other qualities, as described below and in Chapters 11 and 12
we are going to discuss different techniques, used to extract knowledge from data.

Reducing uncertainty is very closely related to the next important characteristic of good
information & forecast — to be sufficiently accurate for its purpose, i.e. to be relied upon by the
manager and for the purpose for which it is intended.

There is no such thing as absolute accuracy and raising the level of accuracy increases cost
but does not necessarily increase the value of information. It is important that the degree of
accuracy should be clearly stated. This will enable users to plan for possible errors and will
provide a basis for comparing alternative forecasts. The most useful criteria and measures of
forecast accuracy are discussed in detail in Chapter 3.

The level of accuracy must be related to the decision level involved and expressed implicitly
by means of significant figures. At operational levels, information may need to be accurate to
the nearest penny, $, kilogram or minute. A sales invoice, for example, will be accurate to the
penny. On the other hand, a Sales manager at the tactical level will probably be best suited to
information rounded to the nearest $100, whilst at the strategic level rounding to the nearest ten

thousand dollars or higher is common.
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Precise but Accurate but Precise and
Inaccurate Imprecise Accurate
Fig.1-2 Distinction between Accuracy and Precision (according to Lucey (1991, p. 20)

It means also, that the forecast should be expressed in meaningful units. Financial planners
should know how many dollars will be needed, production planners should know how many
units will be needed, and schedulers should know what machines and skills will be required.
Eventually, the choice of units depends on user needs.

One important point is that accuracy should not be confused with precision. Information
may be inaccurate but precise or vice versa (see Fig. 1-2). The analogy used here to explain the
difference between accuracy and precision is the target comparison. In this analogy, repeated
measurements are compared to arrows that are shot at a target. Accuracy describes the closeness
of arrows to the bull’s-eye at the target center. Arrows that strike closer to the bullseye are
considered more accurate. The closer a system's measurements to the accepted value, the more
accurate the system is considered to be.

To continue the analogy, if a large number of arrows are shot, precision would be the size
of the arrow cluster. (When only one arrow is shot, precision is the size of the cluster one would
expect if this were repeated many times under the same conditions.) When all arrows are
grouped tightly together, the cluster is considered precise since they all struck close to the same
spot, even if not necessarily near the bullseye. The measurements are precise, though not
necessarily accurate.

However, it is not possible to reliably achieve accuracy in individual measurements without
precision—if the arrows are not grouped close to one another, they cannot all be close to the
bull’s-eye. Their average position might be an accurate estimation of the bull’s-eye, but the
individual arrows are inaccurate.

In the fields of engineering and statistics (Dodge, 2003) the accuracy of a measurement
system is the degree of closeness of measurements of a quantity to its actual (true) value. The
precision of a measurement system, also called reproducibility or repeatability, is the degree to
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which repeated measurements under unchanged conditions show the same results. How to
measure the Forecast Accuracy will be discussed, as we mentioned above, in Chapter 3.

The next characteristic of good information & forecast is to be from a source in which the
user has confidence. To use the results from a forecast decision makers must have confidence
in its source. Reliable confidence usually is available when:

a) the source has been reliable in the past;

b) there is good communication between the forecast producer and the user.

For example, confidence exists when the decision maker has been consulted over the
content, format, and timing of the forecast and there is frank discussion over possible
uncertainties and inaccuracies. Especially at strategic levels, management will cross check
information from various sources to increase confidence in the forecast provided.

Another, related to previous one, characteristic is that the forecast should be reliable, i.e. it
should work consistently. A technique that sometimes provides a good forecast and sometimes
a poor one will leave users with the uneasy feeling that they may get burned every time a new
forecast is issued (Stevenson, 2009, p. 74).

Good forecast should also be complete enough for the problem and should contain the right
level of detail. Ideally, all the information required for a decision should be available. In the
real world, of course, this never happens. What is required is that the information is complete
in respect of the key elements of the problem. This means that there must be close liaison
between information providers (forecasters) and users to ensure that the key factors are
identified. For example, a supermarket chain in making a strategic decision whether or not to
place a new superstore on the outskirts of a town would identify such things as population
density, road access, presence of competitors, and so on as key factors in the decision and would
not try to include every detail about the town in their initial analysis.

At the same time, the forecast information should contain the least amount of detail
consistent with effective decision making. Every superfluous character means extra storage,
more processing, extra assimilation and possibly poorer decisions. The level of detail should
vary with the level in the organization — the higher the level the greater the degree of
compression and summarization, although the information, particularly at lower levels, often
has to be very detailed too, but the general rule of “as little as possible” consistent with
effective use, must always apply.

Timing is the next very important characteristic. Good forecast information is that which is
available in time to be used. It means, it should be communicated in time for its purpose. To an

extent, the need for speed can conflict with the need for accuracy although modern forecasting
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methods (discussed in Chapters 10, 11 & 12) can produce accurate information very rapidly.
Delays in data gathering, preprocessing, model development or communication (delivery) of
the results can transform potentially vital information into worthless pieces of paper.

Forecasts should be produced at a frequency which is related to the type of decision or
activity involved. Very often reports are produced routinely at quite arbitrary intervals - daily,
weekly, monthly and so on - without regard to the time cycle of the activity involved. At
operational levels, this may mean a requirement for information to be available virtually
continuously (say on a PC screen), but at other levels much longer intervals are likely to be
appropriate which should not be determined merely by the conventions of the calendar.

Timely forecast means also that forecasting process length should be determined precisely.
Usually, a certain amount of time is needed to respond to the information contained in a
forecast. For example, capacity cannot be expanded overnight, nor can inventory levels be
changed immediately. Hence, the forecasting horizon must also cover the time necessary to
implement possible changes.

A good forecast is also that, which is understandable by the user. Understandability is what
transforms data into information. If the information is not understood it cannot be used and thus
cannot add value. Many factors affect understandability including:

a) Preferences of the user — some people prefer information in the form of pictures and
graphs, others prefer narrative. Some are happy with statistical and numeric
presentations whilst others do not understand them. Experiments show that some people
absorb concrete facts in detail whilst others evaluate situations as a whole with little
regard for factual detail. This variability means that the same forecast will inevitably
receive many interpretations.

b) Remembered knowledge —although the working of memory is not well understood there
is no doubt that the extent of remembered knowledge, including technical (IT)
knowledge, influences understanding. Understanding is thus a result of the association
of memory and the received information.

c) Environmental factors — as well as the individual characteristics mentioned above a
number of environmental factors influence understanding. These include group
pressures, time available, trust in the information system (software) used and so on.

d) Language — information is conveyed by means of signals or messages. These may be in
a code (for example, a mathematical equation) or in a natural language, such as English
or Spanish. Natural languages are very rich in the range of information they can

accommodate but are inherently ambiguous. Mathematical notations or programming
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languages can be very precise but lack the capacity to cope with a wide range of
concepts. (Language and perception are of great importance to information specialists

and this point is developed further below).
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often lack confidence in forecasts based

on sophisticated techniques; they do not

understand either the circumstances in

which the techniques are appropriate or ~ :
the limitations of the techniques. Misuse of techniques is an obr\h/'ious consequence. Not
surprisingly, fairly simple forecasting techniques enjoy widespread popularity because
users are more comfortable working with them.

In light of the relative complexity of some inclusive but sophisticated forecasting
techniques, it could be recommended that users go through an evolutionary progression in
adopting new forecast techniques. That is to say, a simple forecast method well understood is
better implemented than one with all-inclusive features but unclear in certain facets.

One group of requirements is related to the process of communications. A good forecast is
one which is communicated by an appropriate channel of communication and to the right
person. To be usable by the manager, information must be transmitted by means of a
communication process. Communication involves the interchange of facts, thoughts, value
judgments and opinions and the communication process may take many forms; face-to-face
conversations, telephone calls, informal and formal meetings, conferences, memoranda, letters,
reports, tabulations, wireless transmissions and so on. Whatever the process, good
communication occurs when the sender and receiver are in accord with the meaning of a
particular message.

The channel of communication should be selected with regard to such things as the nature
and purpose of the information, the speed required and, above all, the requirements of the user.
The typical output of formal forecasting is a printed report. It has its uses, of course, but there
is research evidence that many managers, especially at senior levels, obtain most of their
information orally. They use written reports merely to confirm or reinforce information they
already have. In this connection, wireless communications could improve a lot of the process.
More about channels of communication could be found in (Lucey, 1991), (Laudon & Laudon,
2010) and others.
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Costs of Forecast Information
$ Production and Data Handling
and Preprocessing

Value Derived from Improved
Decisions based on the
Forecast Information

»

Amount/Quality of Information

Fig.1-3 Forecast Information — Cost and Value (adopted from Lucey 1991, p. 18)

The second point here is that to be used effectively the forecast should be delivered to the
right person. Each manager has a defined sphere of activity and responsibility and should
receive forecast information to help him carry out his designated tasks. It sounds curious, but
in practice, this is not always as easy as it sounds. It is quite common for information to be
supplied to the wrong level in the organization. A superior may not pass it on to the person who
needs it whilst a subordinate may hold on to information in an attempt to make himself seem
indispensable. Information systems designers need to analyze the key decision points in an
organization in order to direct forecast information exactly where it is required.

The last group of requirements may contradict sometimes with the rest, discussed above.
From a business standpoint the good forecast should be cost-effective, i.e. the benefits should
outweigh the costs (see Fig. 1-3). As we mentioned already, forecasting information is valuable
to a business only when it leads to actions which create value or market behavior that gives a
competitive advantage. Nevertheless, we need a little more clarifications about a few related
terms.

Effectiveness means the capability of producing an effect. In management, effectiveness
relates to getting the right things done. The term effective is sometimes used in a quantitative
way, "being very or not much effective". However, it does not inform on the direction (positive
or negative) and the comparison to a standard of the given effect. Efficacy, on the other hand,
is the ability to produce a desired amount of the desired effect, or success in achieving a given
goal. Contrary to efficiency, the focus of efficacy is the achievement as such, not the resources

spent in achieving the desired effect. Therefore, what is effective is not necessarily efficacious,
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and what is efficacious is not necessarily efficient. An ordinary way to distinguish among
effectiveness, efficacy, and efficiency:

« Efficacy is getting things done, i.e. meeting targets;

o Effectiveness is doing "right” things, i.e. setting right targets to achieve an overall goal

(the effect);

o Efficiency is doing things in the most economical way (good input to output ratio).

Economic efficiency is used to refer to a number of related concepts. It is the using of
resources (inputs) in such a way as to maximize the production of goods and services (outputs)
(Sullivan & Sheffrin, 2003, p. 15). One economic system is more efficient than another (in
relative terms) if it can provide more goods and services for society without using more
resources. In absolute terms, a system (incl. forecasting system) can be called economically
efficient if'3:

« Nothing can be made better off without making something else worse off.

« More output cannot be obtained without increasing the number of inputs.

e Production proceeds at the lowest possible per-unit cost.

It will be seen from the above that many, many things need to be right before particular
forecast information can be considered as good. As we can see many of the factors relate to
social and behavioral characteristics, proving again that that forecasting is both a science and
an art. In Chapter 2 we’ll discuss the forecasting process along with the effective model building

procedure.

1.5. Understanding and Managing Business Forecasting

There are many approaches at present, which can be used to implement “To predict the

future” concept. In general, they can be summarized in three major groups:

e ANTICIPATION - a logical model of the future with an uncertain level of reliability,
like: “If it rains outside, take the umbrella. Otherwise, leave the umbrella home”.
Nowadays, anticipation is an important part of the so called artificial intelligence (Al),
where it is the concept of an agent making decisions based on predictions, expectations,
or beliefs about the future®;

e PREDICTION - nonprobabilistic approach (it is expected to happen for sure) for
example: “The sun will rise again tomorrow” . It is a statement or claim that a particular

event will occur in the future;

13 These definitions of absolute efficiency are not equivalent, but they are all encompassed by the idea that
nothing more can be achieved given the resources available.
14 These methods are discussed in Chapter 12.
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e FORECAST - information based on the theory of probability. Forecasting is the
process of making statements about events whose actual outcomes (typically) have not
yet been observed. A commonplace example might be an estimation of the expected
value for some variable of interest (customer demand, or resource availability) at some
specified future date.

Both prediction and forecast typically refer to formal statistical methods employing time
series, cross-sectional or longitudinal data, or alternatively to less formal judgmental methods.
The usage can differ between areas of application: for example in hydrology, the terms
"forecast" and "forecasting"” are sometimes reserved for estimates of values at certain specific
future times, while the term "prediction” is used for more general estimates, such as the number
of times floods will occur over a long period.

In a scientific context, a prediction is a rigorous, (usually quantitative), statement
forecasting what will happen under specific conditions. The scientific method is built on testing
assertions that are logical consequences of scientific theories. This is done through repeatable
experiments or observational studies.

Since the terms prediction and forecast are often used as synonyms in real life business (as
far as they are used to provide future information for decisions making), the same view would
be applied in this textbook, and forecasting would be considered as the particular approach
which implements the “To predict the future” concept in contemporary business organizations.

Current trends emphasize the increasing need for management to deal with complex issues
and, in particular, the need to develop sophisticated methods for dealing with future
uncertainties. They emphasize the growing importance of combining good judgment and
sophisticated data manipulation methods into sound business forecasting. As these trends and
the increasingly dynamic business environment continue to unfold, the ability of business
leaders to react quickly and profitably to changing events is brought into sharper focus. As
mentioned by (Hanke and Wichern, 2005, p. 513) “The basic business question "What will
happen next?" will assume even greater importance”.

There are many factors that affect the whole forecasting process and several key questions
should always be raised if the forecasting process is to be properly managed:

e Why is a forecast needed?

e Who will use the forecast, and what are their specific requirements?

e What level of detail or aggregation is required, and what is the proper time horizon?

e What data are available, and will the data be sufficient to generate the needed forecast?
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e How much will the forecast cost?

e How accurate can we accept the forecast to be?

e Will the forecast be made in time to help the
decision-making process?

e Does the forecaster clearly understand how the

forecast will be used in the organization? time

e |safeedback available to evaluate the forecast after it is made and adjust the forecasting

process accordingly?

Understanding Business Forecasting is essential today and it is crucial for any decision
maker, with more or fewer responsibilities in contemporary business organization, who must
be alert to the improper use of forecasting techniques, because inaccurate forecasts can lead to
poor decisions. A good forecast requires both, the knowledge about the forecasting techniques
available and professional competences in the area of interest. The former is a prerequisite for
forecast development and the latter is necessary for its appropriate use and implementation.

The effectiveness of Business forecasting depends also on management attitude and
understanding. Long time ago, (Makridakis, 1986, p. 33) noted:

“The usefulness and utility of forecasting can be improved if management adopts a more
realistic attitude. Forecasting should not be viewed as a substitute for prophecy but rather as
the best way of identifying and extrapolating established patterns or relationships in order to
forecast. If such an attitude is accepted, forecasting errors must be considered inevitable and
the circumstances that cause them investigated.”

An important point that should be mentioned here is that the management information
systems-(MIS) of modern firms have increased in sophistication and usefulness in recent years.
Their first benefit to the forecasting process involves their enormous capability to collect and
record data throughout the organization.

The second benefit is that the availability of inexpensive personal computers and forecasting
software has tended to move the forecasting function downward in the organization. It is now
possible for managers to have access to sophisticated forecasting tools at a fraction of the cost
of such capability just a few years ago. However, the knowledge required to properly use this
capability does not come with the hardware or software package; the need to understand the
proper use of forecasting techniques has increased as the computing capability has moved out
of the hands of the "experts" into those of the users in an organization.
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This text has been designed to provide students with enough understanding of fundamentals
and the major details of all important techniques, which are necessary to develop an appropriate
forecasting model, to select a “good” model among many others and to apply it when solving
real-life business problems. The focus of the book is in incorporating the latest findings from
both theory and practical research. It not only presents general principles and fundamentals that
underlie forecasting practice, but also introduces both standard and advanced approaches to
forecasting with a main emphasis on data mining and predictive analytics.

It is worth noting, that today many people have no doubts about the needs for forecasting
and probably they would agree that forecasting is both a science and an art. It is an art because
one can never be sure what the future holds. At the same time, it is also a science because one
can extrapolate from historical data, so it's not a total guess. In the following chapters we will
discuss the full range of forecasting techniques in business, from simple ones (like naive
methods, smoothing and extrapolation — ch.ch. 4 and 5) to the most sophisticated and
complicated methods (incl. artificial neural networks, self-organizing data mining and others —
ch.ch. 8,9, 10, 11 and 12).

**k*
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SUMMARY AND CONCLUSIONS

e Forecasting is used from ancient times in different ways, first in local and after that in
global perspective. Nowdays, the Club of Rome reports and other similar projects act as a
global catalyst for change through the identification and analysis of the crucial problems
facing humanity. The importance of such Global Forecasts increases every year.

e InFirst Chapter we introduced “To predict the future” concept and the main approaches
at present, which can be used to implement it — anticipations, predictions, and forecasts.
e As far as both prediction and forecast are used to provide future information for
decisions making we are going to use these terms as synonyms in this textbook.

e \We also accepted the most common definition that business forecasting is the science
of developing information about the future through different methods to assist in making
more effective business decisions.

e The forecasting science is a particular approach, which implements “To predict the
future” concept in contemporary business organizations. Its importance has been
recognized within a wide range of individual to global, world-wide scale companies.

e Economic and Business forecasting are the predictions of any of the elements of
economic activity. Such forecasts may be made in great detail or may be very general. They
describe the expected future behavior of all or part of the economy and help form the basis
of planning.

e Business forecasting is necessary because all organizations operate in an atmosphere
of uncertainty and decisions, which affect the future of the organization, must be made
today. Educated guesses about the future are more valuable to organization managers than
uneducated guesses and today every organization uses forecasting either explicitly or
implicitly because it must plan to meet the conditions of the future, for which it has
imperfect knowledge.

e Large part of the chapter discusses in detail two important points, the features common
to all forecasts and the characteristics of a “Good Forecast”. Features like randomness,
time horizon, the global optimum, model base and others were described and analyzed.

e Together with these features, the most important characteristics, like relevance,
accuracy, timeliness, confidence, understandability, and cost-effectiveness, which
particular forecast information must have, in order to be considered as good one, were also

described.
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e References and links to other chapters in the textbook, where these points or their
elements will be discussed, were pointed out as well.

e Understanding of forecasting techniques is essential and it is crucial not only for
managers — any decision maker with more or fewer responsibilities in contemporary
business organization must be alert to the improper use of forecasting techniques because
inaccurate forecasts can lead to poor decisions.

¢ Not all managers/decision makers understand the above, as the negative examples reveal
this in the chapter.

e One important reason for this problem is that many college graduates, including those
with degrees in business, do not ever study forecasting.

e Most of the existing books in Business Forecasting present only the basic techniques
and many contemporary approaches are not discussed at all, or just briefly introduced.

e The primary goal of this textbook is to provide students with enough understanding of
fundamentals and the major details of all important techniques which are necessary to
develop an appropriate forecasting model, to select a “good” model among many others

and to apply it when solving real-life business problems.

KEY TERMS

Accuracy 17 Accuracy vs. Precision 18
Anticipation 23 Box-Jenkins ARIMA 5
Business forecasting 5,25 Business intelligence 16
Canceling effect 8 Causal association 10
Consensus (common) forecast 7 Cost-effective 22
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Economic Forecasting 4 Effectiveness 22,23
Efficacy 22,23 Expected level 10
Forecast 4,24 Forecasting 23
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Long-range forecasts 8 Machine learning 6
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Plan vs. Forecast 14 Prediction 23
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Regression analysis 5 Short-term forecasts 8
Structural identification 10 Structural variation 10

Time horizon 8 Time-series decomposition 5
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CHAPTER EXERCISES

Conceptual Questions:

1.
2.
3.

8.
9.

Why is forecasting important for businesses? Discuss.

What is the definition of business forecasting? Discuss and illustrate with examples.
What is the difference between anticipation, prediction, and forecast? Discuss and
illustrate with examples.

What contribution did the Club of Rome make in global forecasts? Discuss.

How has forecasting developed since the Great Depression? Discuss and illustrate with
examples.

What are the two main aspects of a business forecast? Discuss.

What are the seven features common to all forecasts? Discuss and illustrate with
examples.

What does economic efficiency refer to? Discuss.

What are the characteristics of a good forecast? Discuss and illustrate with examples.

Business Applications:

Problem 1. Amazon.com has become one of the most successful online merchants. Sales

are one of the variables that measure its success. An article entitled ,,Amazon CEO takes long

view” (USA Today, Byron Acohido, July 6, 2005) presented the following sales figures (in $
milion) for the period 1995 to 2004:

Year
Sales
Year
Sales

1995 1996 1997 1998 1999
0.5 15.7 147.7 609.8 1,639.8
2000 2001 2002 2003 2004
2,761.9 3,122.9 3,932.9 5,263.7 6,921.1

a) Graph these data and indicate whether they appear to have a trend. Discuss.

b) Produce a time-series plot for these data. Identify the specific pattern and the potential

equation that should be used to obtain the following years’ forecasts.

¢) Compute the main descriptive statistics about Amazon.com sales. Discuss the findings.
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Problem 2. How can a real estate firm determine the selling price for a house? This is what
the managers want to be able to predict, i.e. the sales price is the dependent variable in their
study. The list of potential independent (explanatory) variables, or factors that may cause
changes in the selling price, usually consist of:

e House size in square feet.

e Age of the house in years.

e Number of bedrooms.

e Number of bathrooms.

e Number of other rooms.

e House location.

e Garage size (number of cars).

e Condition of the house and other less important variables.

File Houses.xmls contains data for a sample of 240 residential properties:

e Produce a scatter plot for each pair of those factors and the dependent variable. Specify

the pattern of the relationship (if any) for each pair. Discuss.

e Develop the correlation matrix for this set of data. Select and exclude the independent
variables whose correlation magnitude with the dependent variable is the weakest, i.e.
<0.4.

e Determine if the association with the dependent variable is significant (use a
significance level of 0.05) for each factor showing moderate correlation (0.4< r <0.7).

Discuss the findings.
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INTEGRATIVE CASE

HEALTHY FOOD SUPPLY CHAIN & STORES
Part 1: An Introduction - First Steps in Sales Forecasting

Healthy Food Stores is a fast-growing retail food provider with 12 stores in a northwestern
state. To achieve faster growth the company has been engaged in various kinds of advertising.
Sales and Marketing Department decides to study the effect the company advertising dollars
have on sales and some monthly data has been collected for the past 4 years (file Sales.xIsx).

Company historical records contain the sales volume for each month along with the
advertising dollars for the traditional and online ads alike. It’s important to note that the
company information system (1S) provides opportunities for deriving any secondary data from
these records. Since the top executives believe that sales might depend on advertising
expenditures in previous months rather than in the month the ads appeared both sales and
advertising values have lagged one and/or two months.

The executive board members at Healthy Food Stores decide to evaluate their advertising
efforts along with some other factors that may cause an increase in the sales for each month.
Their goal is to examine the collected data to possibly reveal important relationships, which
will help determine future advertising expenditures to achieve a fast growing and well-balanced

sales. It is decided to accept a forecast only if its error is less than 5%.

Case Questions
1. What are the first steps in a company data analysis to prepare useful sales forecasts?
Discuss.
2. Create a list of the potential factors which could be derived from data already collected.
3. Open file Sales.xIsx in MS Excel and perform the following:
e Graph all sales data and indicate whether they appear to have a trend.
e Produce a time-series plot for these data. Is there any specific pattern?
e Compute the main descriptive statistics about company sales. Discuss the findings.
4. Write a short report (about two pages not counting charts and tables) on the questions
above, discussing all important findings and draw relevant conclusions about this part

of the Integrative Case.
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CHAPTER 2. THE FORECASTING PROCESS

2.1. Business Forecasting and Decision Making

Identifying business needs and determining solutions to business problems is a never-ending
cycle in real life business. There is a common logical sequence in any problem solving and
according to Polya (1945, p. 5) there are four phases of the work:

e Understanding the problem - we must see clearly what is required: What is the

unknown? What are the data? What is the condition?

e Devising a plan - find the connection between the data and the unknown: Have you seen
the problem before? Do you know a related problem? Look at the unknown and try to
think of a familiar problem having the same or a similar unknown! Here is a problem
related to yours and solved before, could you see it? Eventually, decision makers should
obtain a plan of the solution.

e Carrying out the plan - Carry out your plan of the solution, check each step. Can you
see clearly that the step is correct? Can you prove that it is correct?

e Looking back - Examine the solution obtained: Can you check the result? Can you
derive the result differently? Can you use the result (or method) for some other problem?

Problem solving and decision making are very close — as a matter of fact decision making
is a part of every particular problem-solving approach (Anderson et. al., 1995). It might be
regarded as a problem-solving activity which is terminated when a satisfactory solution is found
(see Fig.2-1).

Human performance in decision-making terms has been the subject of active research from
several perspectives. From a psychological perspective, it is necessary to examine individual
decisions in the context of a set of needs, preferences an individual has and values they seek.
From a cognitive perspective, the decision-making process must be regarded as a continuous
process integrated into the interaction with the environment. From a normative perspective, the
analysis of individual decisions is concerned with the logic of decision making and rationality
and the invariant choice it leads to (Kahneman & Tversky, 2000).

Most of the decision theory is normative (or prescriptive), i.e., it is concerned with
identifying the best decision to take, assuming an ideal decision maker who is fully informed,
able to compute with perfect accuracy, and fully rational. The practical application of this
prescriptive approach (how people actually make decisions) is referred to as decision analysis
(Howard, 1966), and aimed at finding tools, methodologies and software to help people make

better decisions.
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Fig.2-1 Problem Solving and Decision Making
Source: (Anderson et al., 1995, p. 4)

It should be noted that there is concern that these tools do not lead to real improvement in
decision making. According to Klein (2003) and other authors, people do not make decisions
using tools and the intuitive style of decision making needs to replace the disaggregated
approaches commonly used by most decision analysts. Decision analysts point out that their
approach is prescriptive, providing a prescription of what actions to take based on sound logic,
rather than a descriptive approach, describing the flaws in the way people do make decisions.

Overall a good decision maker should understand both approaches, understanding how
people go wrong in making decisions and providing a sound basis for them to make better
decisions. Furthermore, past research studies like (Dawes & Corrigan, 1974), (Fischhoff et al.,
1982), and others conclusively show how even the simplest decision analysis methods are
superior to "unaided intuition™ and there are several areas within decision analysis, which deal
with normative results that are provably optimal for specific quantifiable decisions, and for

which human intuition alone will almost never be correct or even close to correct. For example,
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the optimal order scheduling in a manufacturing facility or optimal hedging strategies are purely
mathematical and their results are necessarily provable.

Logical decision making is an important part of all science-based professions, where
specialists apply their knowledge in a given area to making informed decisions. The connection
with business forecasting is that we may not think that we are forecasting, but our choices will
be directed by our anticipation of results of our actions or inactions.

As a matter of fact, nowadays forecasts are an important element in making informed
decisions and they affect decisions and activities throughout business organizations, for
example in Accounting and Finance (cost/profit estimates, cash flow and funding), Human
resources (hiring, recruiting and training), Marketing (pricing, promotion, strategy), Operations
(schedules, MRP, workloads), Product/service design (new products and services) and so on.

It is not excessive to say that all business decisions are based on forecasts. Every decision
becomes operational at some point in the future, so it should be based on forecasts of future
conditions. Managers should use forecasting models and forecast information to assist them in
decision-making process for better decisions. Researchers and scientists should use them to
develop better products/services or improve current ones. Stevenson (1998) writes: "Prediction
is at least two things: important and hard. Important, because we have to act, and hard because
we have to realize the future we want, and what is the best way to get there.”

This book discusses various ways of making forecasts that rely on logical methods of
manipulating the data that have been generated by historical events (see Chapters 5, 6, 7 and 8).
Their purpose is to help managers and administrators do a better job of anticipating, and hence
a better job of managing uncertainty, by using effective forecasting and other predictive

techniques.

2.2. General System Theory and Business Forecasting

Systems theory is an interdisciplinary theory about the nature of complex systems in nature,
society, and science, and is a framework by which one can investigate and/or describe any group
of objects that work together to produce some result. This could be a single organism, any
organization or society, or any electro-mechanical or informational artifact. As a technical and
general academic area of study, it predominantly refers to the science of systems that resulted
from Von Bertalanffy's General System Theory - GST (Von Bertalanffy, 1968), among others,
in initiating what became a project of systems research and practice.

Many early systems theorists aimed at finding a GST that could explain all systems in all
fields of science. Von Bertalanffy's objective was to bring together, under one heading, the
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organismic science that he had observed in his work as a biologist. His desire was to use the
word "system" to describe those principles which are common to systems in general. In GST,
he writes:
...there exist models, principles, and laws that apply to generalized systems or their
subclasses, irrespective of their particular kind, the nature of their component elements,
and the relationships or "forces™ between them. It seems legitimate to ask for a theory,
not of systems of a more or less special kind, but of universal principles applying to
systems in general (Von Bertalanffy, 1968, p. 32).

Systems theory is an area of study specifically developed following the World Wars from
the work of Ludwig von Bertalanffy, Anatol Rapoport, Kenneth E. Boulding, William Ross
Ashby, Margaret Mead, Gregory Bateson, C. West Churchman, and others in the 1950s. It was
catalyzed by the cooperation in the Society for General Systems Research (SGSR), a
predecessor of the current International Society for the Systems Sciences® (1SSS), known to be
one the first interdisciplinary and international co-operations in the field of systems theory and
systems science. This organization was initiated in 1954 as "Society for the Advancement of
General Systems Theory", got formally underway as "Society for General Systems Research™
and was eventually renamed in 1988.

Cognizant of advances in science that questioned classical assumptions in the organizational
sciences, Bertalanffy's idea to develop a theory of systems began as early as the interwar period,
publishing "An Outline for General Systems Theory" in the British Journal for the Philosophy
of Science?. Where assumptions in Western science from Greek thought with Plato and Avristotle
to Newton's Principia® have historically influenced all areas from the hard to social sciences,
the original theorists explored the implications of twentieth-century advances in terms of
systems.

Subjects like complexity, self-organization, connectionism, and adaptive systems had
already been studied in the 1940s and 1950s. In cybernetics, researchers like Norbert Wiener,
William Ross Ashby, John von Neumann, and Heinz von Foerster examined complex systems
using mathematics. Von Neumann discovered cellular automata* and self-reproducing systems,
Aleksandr Lyapunov and Jules Henri Poincaré worked on the foundations of chaos theory.
During the period 1929 to 1951 Robert Maynard Hutchins at the University of Chicago had

! http://isss.org/world/

2 See Vol 1, No. 2, 1950.

3 See http://en.wikipedia.org/wiki/Philosophiae_Naturalis_Principia_Mathematica

4 A cellular automaton (pl. cellular automata) is a discrete model studied in computability theory, mathematics,
physics, complexity science, theoretical biology, and microstructure modeling.
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undertaken efforts to encourage innovation and interdisciplinary research in the social sciences,
aided by the Ford Foundation with the interdisciplinary Division of the Social Sciences
established in 1931. Numerous scholars had been actively engaged in ideas before, but in 1937
von Bertalanffy presented the general theory of systems at a conference at the University of
Chicago.

The Cold War affected the research project for systems theory in ways that sorely
disappointed many of the seminal theorists. Some began to recognize theories defined in
association with systems theory had deviated from the initial GST view. The economist Kenneth
Boulding, an early researcher in systems theory, had concerns over the manipulation of systems
concepts. Boulding concluded from the effects of the Cold War that abuses of power always
prove consequential and that systems theory might address such issues. Since the end of the
Cold War, there has been a renewed interest in systems theory with efforts to strengthen an
ethical view.

The systems view was based on several fundamental ideas. First, all phenomena can be
viewed as a web of relationships among elements, or a system. Second, all systems, whether
electrical, biological, or social, have common patterns, behaviors, and properties that can be
understood and used to develop greater insight into the behavior of complex phenomena and to
move closer toward a unity of science. System philosophy, methodology, and application are
complementary to GST.

Science systems thinkers consider that:

e asystem is a dynamic and complex whole, interacting as a structured functional unit;

« energy, material and information flow among the different elements that compose the

system;

e asystem is a community situated within an environment;

e energy, material and information flow from and to the surrounding environment via

semi-permeable membranes or boundaries;

e systems are often composed of entities seeking equilibrium but can exhibit oscillating,

chaotic, or exponential behavior.

Consequently, a holistic system is any set (group) of interdependent or temporally
interacting parts. Parts are generally systems themselves and are composed of other parts, just

as systems are generally parts or holons® of other systems (see Fig.2-2).

5 A Holon (Greek) is something that is simultaneously a whole and a part.
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Fig.2-2 Systems, Relationships and Holons, represented by circles
Source: (Skyttner, 2006, p. 63)

Following these explanations, we will accept the following general definition of a system:

A System is a set of interrelated parts (elements) that must work together to achieve a

common goal.

The systems thinking approach incorporates several main principles (tenets) as presented
by Skyttner (2006):

Interdependence of objects and their attributes - independent elements can never
constitute a system;

Holism - emergent properties not possible to be detected by analysis should be possible
to be defined by a holistic approach;

Goal seeking - systemic interaction must result in some goal or final state;

Inputs and Outputs - in a closed system inputs are determined once and constant; in an
open system additional inputs are admitted from the environment;

Transformation of inputs into outputs - this is the process by which the goals are
obtained,

Entropy - the amount of disorder or randomness present in any system;

Regulation - a method of feedback is necessary for the system to operate predictably;
Hierarchy - complex wholes are made up of smaller subsystems;

Differentiation - specialized units perform specialized functions;

Equifinality - alternative ways of attaining the same objectives (convergence);

Multifinality - attaining alternative objectives from the same inputs (divergence).

For example, using the principle of "Multifinality”, a supermarket could be considered to

a "profit making system" from the perspective of management and owners
a "distribution system" from the perspective of the suppliers

an "employment system" from the perspective of employees
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e a"materials supply system" from the perspective of customers

e an "entertainment system" from the perspective of loiterers

e a"social system" from the perspective of local residents

e a"dating system" from the perspective of single customers

As a result of such thinking, new insights may be gained into how the supermarket works,
why it has problems, how it can be improved or how changes made to one component of the
system may impact the other components.

Fig.2-3 summarizes some of these principles (Hierarchy, Interdependence, Holism, etc.) and
the systems model in Fig.2-4 represents others (Inputs/Outputs, Transformation, Regulation
etc.) in a different view.

Science systems and the application of science systems thinking has been grouped into three
categories (in fact two groups and a combination of them) based on the techniques used to tackle
a system:

e Hard systems — involving simulations, often using computers and the techniques of
operations research. Useful for problems that can justifiably be quantified. However, it
cannot easily take into account unquantifiable variables (opinions, culture, politics, etc.),
and may treat people as being passive, rather than having complex motivations.

o Soft systems — for systems that cannot easily be quantified, especially those involving
people holding multiple and conflicting frames of reference. Useful for understanding
motivations, viewpoints, and interactions and addressing qualitative as well as

quantitative dimensions of problem situations.

Fig.2-3 A Multilevel systems Hierarchy
Source: (Skyttner, 2006, p. 61)
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While soft system thinking treats all problems as ill-defined or not easily quantified, hard
systems approaches (the so-called structured methods) assume that:

o the problems associated with such systems are well-defined;

« they have a single, optimum solution;

« ascientific approach to problem-solving will work well;

« technical factors will tend to predominate.

The two approaches, Hard systems and Soft systems, form the basic platforms in model
development, which is discussed in detail in section 2.4. Cybernetics is another interdisciplinary
approach closely related to GST, which also forms very important fundamentals in modeling.

As we mentioned above cybernetics was defined by Norbert Wiener (1948), as the study of
control and communication in the animal and the machine. Stafford Beer called it the science
of effective organization and Gordon Pask extended it to include information flows "in all
media" from stars to brains. It includes the study of feedback, black boxes, and derived concepts
such as communication and control in living organisms, machines, and organizations, including
self-organization®.

Cybernetics is a broad field of study, but the essential goal of cybernetics is to understand
and define the functions and processes of systems that have goals and that participate in circular,
causal chains that move from action to sensing to comparison with the desired goal, and again
to action (see Fig.2-4). Studies in cybernetics provide a means for examining the design and
function of any system, including social systems such as business management and

organizational learning, for the purpose of making them more efficient and effective.

GOALS
——Control Feedback—

Input Output

Fig.2-4 General Systems Model

6 The idea of self-organization is explored in detail in Chapters 4 and 12.
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As a starting point for the comprehension of the basic terms of cybernetics, a system may
be represented by three boxes: the black, the grey and the white (see Fig.2-5). The purposeful
action performed by the box is its function. Inside each box, there are structural components,
the static parts, operating components which perform the processing, and flow components,
the matter/energy or information being processed.

Each box contains processes of input, transformation, and output. (Note that output can be
of two kinds: products useful for the super-system and/or waste. Also, note that the input to one
system may be the output of its subsystem.) Taken together these processes are called
throughput, to avoid focus on individual parts of internal processes (Skyttner, 2006, p. 72).

The box colors denote different degrees of user interest in the knowledge (or understanding)
of the internal working process of a system. A black box is a primitive element that behaves in
a certain way without giving any clue to the observer how exactly the result is obtained. A grey
box offers partial knowledge of selected internal processes and the white box represents a
wholly transparent view, giving full information about internal processes.

The systems framework is also fundamental to organizational theory as organizations are
complex dynamic goal-oriented processes. A systemic view on organizations is trans-
disciplinary and integrative. In other words, it transcends the perspectives of individual
disciplines, integrating them based on a common "code", or more exactly, on the basis of the
formal apparatus provided by systems theory. The systems approach gives primacy to the
interrelationships, not to the elements of the system. It is from these dynamic interrelationships

that new properties of the system emerge.

White box
Inputs :-E'] Culputs
E— — = —
Gray box :
Increasing
internal
. knowledge
Black box

Fig.2-5 Degrees of Internal Knowledge
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llya Prigogine’ has studied emergent properties, suggesting that they offer analogs for living
systems. An emergent behavior or emergent property can appear when a number of simple
entities (or elements) operate in an environment, forming more complex behaviors as a
collective, and emergence is the way complex systems and patterns arise out of a multiplicity
of relatively simple interactions, i.e. “The whole is greater than the sum of the parts”.

The quote above also involves synergy, which is where different entities cooperate
advantageously for a final outcome. If used in a business application, it means that teamwork
(cooperation of people with different complementary skills) will produce an overall better result
than if each person was working toward the same goal individually.

The stock market (or any market for that matter) is an example of emergence on a grand
scale. As a whole, it precisely regulates the relative security prices of companies across the
world, yet it has no leader; there is no one entity which controls the workings of the entire
market. Agents, or investors, have knowledge of only a limited number of companies within
their portfolio and must follow the regulatory rules of the market and analyze the transactions
individually or in large groupings. Trends and patterns emerge, which are studied intensively
by technical analysts.

The World Wide Web (www) is another popular example of a decentralized system
exhibiting emergent properties. There is no central organization rationing the number of links,
yet the number of links pointing to each page follows a power law in which a few pages are
linked to many times and most pages are seldom linked to. A related property of the network of
links in the www is that almost any pair of pages can be connected to each other through a
relatively short chain of links.

During the second half of the 20" century, the science systems thinking had increasingly
been used to tackle a wide variety of subjects in fields such as computing, engineering,
epidemiology, information science, health, manufacture, management, and the environment.
Many examples are related to business and forecasting: Organizational architecture, Linear and
Complex Process Design, Supply Chain Design, Business continuity planning, Delphi method,
Futures studies, Leadership development, Quality function deployment, Quality management,
Program management, Project management and others. For example, Fig.2-6 uses the general

systems model shown in Fig.2-4 to represent Business Organization as a System.

" Ilya, Viscount Prigogine (25 January 1917 — 28 May 2003) was a Russian-born naturalized Belgian physical
chemist and Nobel Laureate noted for his work on dissipative structures, complex systems, and irreversibility —
see “Self-Organization in Non-Equilibrium Systems”, 1977, Wiley.
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Fig.2-6 Business Organization as a System

There are two direct uses for forecasts when considering the business organization as a
system. One is to help managers plan the system (i.e. the business organization), and the other
is to help them plan the use of the system. Planning the system generally involves long-range
plans and forecasts about the types of products and services to offer, what facilities and
equipment to have where to locate, and so on. Planning the use of the system refers to short-
range and intermediate-range forecasting, which involve tasks such as planning inventory and

workforce levels, planning purchasing and production, budgeting, and scheduling.

2.3. Main steps in Business Forecasting Process

In both theory and practice, one can find two slightly different approaches to the business
forecasting process. First one is based on the assumption that we can select a forecasting
technique before data analysis. According to Stevenson (2017, p. 74) there are six basic steps
in the forecasting process (see Fig.2-7):

1. Determine the purpose of the forecast. How will it be used and when will it be needed?
This step will provide an indication of the level of detail required in the forecast, the number of
resources (personnel, computer time, dollars, etc.) that can be justified, and the level of accuracy
necessary.

2. Establish a time horizon. The forecast must indicate a time interval, keeping in mind that
usually accuracy decreases as the time horizon increases, and to also provide the time necessary
to implement possible changes.

3. Select a forecasting technique — the variety of forecasting techniques and criteria, used to

select the most appropriate one, are discussed in Chapter 5.
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“The forec

Step 6 Monitor the forecast
Step 5 Prepare the forecast
Step 4 Gather and analyze data
Step 3 Select a forecasting technique

Step 2 Establish a time horizon

Step 1 Determine purpose of forecast

Fig.2-7 Steps in the Forecasting Process (a)

4. Collect, clean, and analyze appropriate data. Obtaining the data can involve significant
effort. Once available, the data may need to be “cleaned”, i.e. to get rid of outliers and obviously
incorrect data before analysis.

5. Make the forecast — this is the actual model forecasts that are generated from the
appropriate data.

6. Monitor the forecast. A forecast must be monitored to determine whether it is performing
in a satisfactory manner. If it is not, reexamine the method, assumptions, data validity, and so
on, make modifications as needed, and prepare a revised forecast.

Sometimes, an additional action may be necessary. For example, if demand was much less
than the forecast, an action such as a price reduction or a promotion may be needed. Conversely,
if demand was much more than predicted, increased output may be advantageous. That may
involve working overtime, outsourcing, or taking other measures.

Most formal forecasting procedures involve extending the experiences of the past into the
future. Thus, they involve the assumption that the conditions that generated past data are
indistinguishable from the conditions of the future except for those variables explicitly
recognized by the forecasting model.

For example, a human resource department is hiring employees, in part, based on a company
entrance examination score because, in the past, examination score seemed to be an important
predictor of job performance rating. As far as this relationship continues to hold, forecasts of
future job performance, hence hiring decisions, can be improved by using examination scores.
If, for some reason, the association between examination score and job performance changes,

then forecasting job performance ratings from examination scores using the historical model



Mihail Motzev Business Forecasting Ch.2 The Forecasting Process Page 45

will yield inaccurate forecasts and potentially poor hiring decisions. This is what makes
forecasting difficult. The future is not always like the past. To the extent that it is true,
quantitative forecasting methods work well. To the extent it is not true, inaccurate forecasts can
result. However, it is generally better to have some reasonably constructed forecast than no
forecast.

The recognition that forecasting techniques operate on the data generated by historical
events leads to the second approach in forecasting process identification. (Hanke et al., 2008,
p. 5) define five steps in the forecasting process (see Fig.2-8):

Step 1. Problem formulation and data collection are treated as a single step because they
are intimately related. The problem determines the appropriate data. If a quantitative forecasting
methodology is being considered, the relevant data must be available and correct. Often
accessing and assembling appropriate data is a challenging and time-consuming task. If
appropriate data are not available, the problem may have to be redefined or a non-quantitative
forecasting methodology employed. Collection and quality control problems frequently arise

whenever it becomes necessary to obtain pertinent data for a business forecasting effort.

Collect Data
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Fig.2-8 Steps in the Forecasting Process (b)
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Step 2. Data preprocessing (manipulation and cleansing), is often necessary because is
possible to have too much data as well as too little in the forecasting process. Some data may
not be relevant to the problem and/or other data may have missing values that must be estimated.
Also, data may have to be re-expressed in units other than the original units and/or may have to
be preprocessed (for example, accumulated from several sources and summed). Some data may
be appropriate but only in certain historical periods (for example, in forecasting the sales of
small cars one may wish to use only car sales data after the oil embargo of the 1970s rather than
data over the past 50 years). Ordinarily, some effort is required to get data into a form that is
required for using certain forecasting procedures.

Step 3. Model building and evaluation involve fitting the collected data into a forecasting
model that is appropriate in terms of minimizing forecasting error. The simpler the model, the
better it is in terms of gaining acceptance of the forecasting process by managers who must
make the firm’s decisions. Often a balance must be struck between a sophisticated forecasting
approach that offers slightly more accuracy and a simple approach that is easily understood and
gains the support of, and is actively used by, the company’s decision-makers, i.e. judgment is
involved in this selection process. It is our hope that the reader’s ability to exercise good
judgment in the choice and use of appropriate forecasting models will increase after studying
this book, which discusses numerous forecasting models and their applicability. Despite user
experience, sometimes the choice of the model is too subjective. How to make this process more
objective will be discussed in Chapter 3 and Chapter 12 will discuss model building techniques,
which limit the user involvement in the process to the inclusion of well-known a priori
knowledge.

Step 4. Model implementation (the actual forecast) consists of the actual model forecasts,
which are generated once the appropriate data have been collected (and possibly reduced) and
an appropriate forecasting model has been chosen. Forecasting for recent periods, in which the
actual historical values are known, is often used to evaluate the accuracy of the process. Next,
the forecasting errors are analyzed and summarized, which is a part of Step 5.

Step 5. Forecast evaluation involves comparing forecast values with actual historical
values. In this process, a few of the most recent data values are often held back from the data
set being analyzed. After the forecasting model is completed, forecasts are made for these
periods and compared with the known historical values. Some forecasting procedures sum the
absolute values of the errors and may report this sum or divide it by the number of forecast
attempts to produce the average forecast error. Other procedures produce the sum of squared

errors, which is then compared with similar figures from alternative forecasting methods. Some
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procedures also track and report the magnitude of the error terms over the forecasting period.
Examination of error patterns often leads the analyst to a modification of the forecasting
procedure. Specific methods of measuring forecasting errors are discussed in Chapter 3.

Another list of steps might be added to this one — Feedback after the forecasting process is
underway to determine if sufficient accuracy has been obtained and if management is finding
the forecast useful and cost-effective in the decision-making process.

Armstrong (2001) used 139 standards and principles to summarize knowledge about
forecasting. These principles, organized into 16 categories, cover formulating problems,
obtaining information, implementing methods, evaluating methods, and using forecasts. The
main steps, as we can see, are very close to the second approach described above. His goal, as
he pointed out, was that we could not generalize only “Five Principles Used by Successful
Forecasters,” because they would never be appropriate for all the different situations that can
arise. Of course, we do not need all 139 of them in any situation. Nearly all of the principles are
conditional on the characteristics of the situation. They include the major principles, but ignore
some that are specific only to a certain forecasting method.

Users can examine the forecasting processes by systematically judging them against these
139 forecasting principles presented. When managers receive forecasts, they often cannot judge
their quality. Instead of focusing on the forecasts, however, they can decide whether the
forecasting process was reasonable for the situation. By examining the forecasting processes
and improving them, managers may increase accuracy and reduce costs.

Despite the fact that some of the principles could be argued, it is a good idea to use the
checklist of principles provided in this article to assist in auditing the forecasting process, which
can help any forecast’s user to find ways to improve the forecasting process and/or to avoid
legal liability for poor forecasting. In fact, most principles (and in particular the main groups)
are either based on expert opinion or widely accepted in terms of common sense, that means it
is difficult to imagine that things could be otherwise. In this textbook we are using many
common principles that are part of the 139-item list, and at the same time there are some unique
ones representing the newest developments and achievements in the forecasting such as Self-
Organizing Data Mining, Group Method of Data Handling, Statistical Learning Networks, and
Multi-Stage Selection Algorithms, which are discussed in Chapters 3, 8, 9, 11 and 12.
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2.4. General Forecasting Model and Model Building Approaches

All forecasts are developed using a model (see Fig.2-98), which can be very simple or very
complex, as mentioned earlier. Sterman (1991, p. 209) noted:” As computers have become
faster, cheaper, and more widely available, computer models have become commonplace in
forecasting and public policy analysis, especially in economics, energy and resources,
demographics, and other crucial areas. As computers continue to proliferate, more and more
policy debates, both in government and the private sector, will involve the results of models.
Though not all of us are going to be model builders, we all are becoming model consumers,
regardless of whether we know it (or like it)”.

It is known from GST that connection between input and output variables can be expressed
by Volterra functional series (Madala & Ivakhnenko, 1994, p. 19), discrete analogue of which
is Kolmogorov-Gabor polynomial (2-1):

M

Y =2+ 8% 2.0 8% X, + 20D XX Xy (2-1)

i=1 j=1 =1 j=1k=1

—

Where X(X;,X,,...,X ) iS input variables vector.
A(a,a,,...,a,) - vector of coefficients or weights.
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Fig.2-9 Forecasting System — The Model-Building and The Forecasting Phases

8 See http://home.ubalt.edu/ntsbarsh/stat-data/Forecast. htm#rrstatthink



http://home.ubalt.edu/ntsbarsh/stat-data/Forecast.htm#rrstatthink

Mihail Motzev Business Forecasting Ch.2 The Forecasting Process Page 49

Components of the input vector X can be independent (exogenous) variables, functional
forms, or finite difference terms. Other non-linear reference functions, such as difference,
logistic and/or harmonic can also be used for model constructions. In forecasting, this general
systems model can be presented with the following mathematical expression:

Y = F(X, ) (2-2)

Where F can be any mathematical function describing the forecasted variable Y (the output)
as a function of input variables X and the stochastic component € (model error).

In many areas (economy, ecology, sociology etc.) the objects of interest are ill-defined
systems that can be characterized by inadequate a priori information about the system, a large
number of immeasurable variables, noisy and/or small data samples (short time-series data),
and fuzzy objects with attributive variables.

For such ill-defined objects, the hard systems thinking based on the assumption that the
world could be understood objectively and that knowledge about the world can be validated by
empirical means need to be substituted by a soft systems paradigm. This approach is based on
the reflection that humans have an incomplete and fuzzy understanding of the world. In this
sense, models do not reflect the world, but they capture the logic of the world. They are useful
constructions that may help to discuss and consider the world (for more details see (Keys, 1991).

Problems of complex objects modeling like systems identification, pattern recognition,
approximation and extrapolation, and forecasting can be solved either by deductive logical-
mathematical modeling or by inductive sorting-out methods. In the first approach (known as
theory-driven approach or theoretical systems analysis), models can be developed based on
existing theory. Deductive methods have advantages in cases of rather simple modeling
problems. Here, the theory of the object being modeled is well known and valid, and thus it is
possible to develop a model from physically based principles employing user’s knowledge of
the problem. The elements of this model are represented by different variables described by
numerical values. Then, the cause-and-effect relationships are formulated as mathematical
equations or their equivalents.

A key assumption of this approach is that it is possible to construct and manipulate a model
of the problem under study. The analytic process involves breaking-down parts of the world
into constituent parts that will be simpler than their aggregate. These smaller parts are then more
manageable, and an understanding of the original focus of interest is gained by bringing these
separate pieces of knowledge together. In such a way the model gives an explanation of the

behavior of the actual processes of the real system.
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In summary (see Fig.2-10), the theory-driven approach starts with a well-known theory to
select the appropriate model and then uses observed data to compute the model coefficients.
One typical example (Mueller & Lemke, 2003, p. 13) from marketing is discussed below:

A company wants to model and predict its product demand. It has recorded several
characteristics for past periods (month or weeks) which it expects/or knows due to market
theory to have an impact on product demand. These variables might be: dollars spent for
advertising, number of products in the pipeline, number of products in stock, number of new
consumers, consumer confidence, consumer income, and inflation as input variables or
environmental influences and number of products sold, profit margin, and gross profit as output
variables of the system. The theory-driven modeling approach forces the company’s research
staff to formulate qualitatively the interdependence structure among all three output and all
seven input variables and to define the relevant dynamics (time lags) for each variable.

Researchers and/or managers must decide whether the number of products sold is influenced
by the dollars spent on advertising or by the number of products in the pipeline or by both or
by any other possible constellation. Then, the staff must agree also, for instance, whether
consumer confidence of one month, two months or six months ago has an influence on next
month’s product sales. Most important, however, is that the problem is composed of several
aspects: global, macro and micro economical, psychological and political. So, eventually there

are two more questions:

Step 1. Problem Definition — Purpose of
the Model

Step 2. Establish a Time Horizon

Step 3. Select Model Identification
Technique

Step 4. Collect, Clean and Analyze
Appropriate Data

l

Step 5. Identify the Model

Acceptable
Accuracy?

Step 6. Implement & Monitor the Model

Fig.2-10 Steps in Model Building Process (Theory-Driven Approach)




Mihail Motzev Business Forecasting Ch.2 The Forecasting Process Page 51

e What theory do they have to focus on at a given stage and how these theories should be

combined?

e What are the rules for connecting different theories?

Here, it is marketing theory that may be somewhat helpful. Usually, however, these rules
are not known completely. Since theory-driven modeling relies on them anyway, apparently the
research staff members must make wild guesses several times in their work. Each time they
change their assumptions, they may get totally different results. This, of course, is reasonable.
However, what or who will decide what the true assumptions are, this is the problem.

In complex, ill-defined systems, such as most business processes, a researcher a priori has
only insufficient knowledge about the relevant theory of the system under study. Thus, theory-
driven modeling is influenced considerably by the fact that the researcher is a priori uncertain
regarding the selection of the model structure due to insufficient knowledge about its variables
and relationships.

This insufficient a priori information concerns necessary knowledge about the object such
as those relating to:

e the main factors of influence and classification of variables into endogenous (dependent)

and exogenous (independent);

e the functional form (equation) of the relation between the variables including the

dynamic specification of the model, and

e the description of errors such as their correlation structure.

Consequently, the comprehensive application of theory-driven approach in practice and
theoretical systems research is hampered by several essential problems linked to modeling, for
example:

a. Model building requires much qualified scientific work. For example, the elaboration of

the German economic development model was done by a group of two to three scientists
and some staff members working full time from 1962 up to 1968 (Krelle et al., 1969).
b. The different scope of knowledge about the subject of study forces the researcher to an
arbitrary approach to include the theoretical facts into a mathematical description
(equation) and therefore it influences the uncertainty of the results. The tacit hope that
an actual process will continue to go as presupposed in the assumptions is, seriously
taken, not at all justified. The effect of model simplification is among the basic problems
of classical econometrics and optimization and it implies to make various assumptions,

which are often resulting in a considerable shortage regarding models’ validity in reality.
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c. The parameter identification (Step 5 in Fig.2-10) is linked to considerable difficulties
and causes the researcher to study the conditions for that identification. As Sterman
noted: ”The regression procedures used to estimate parameters yield unbiased estimates
only under certain conditions. These conditions are known as maintained hypotheses
because they are assumptions that must be made in order to use the statistical technique.
The maintained hypotheses can never be verified, even in principle, but must be taken as
a matter of faith” (Sterman, 1991, p. 223). Even sophisticated techniques which do not
impose too many restrictive assumptions always involve other a priori hypotheses that
cannot be validated.

d. Forany required model property, a specific object can be described commonly by various
mathematical models with a similar degree of accuracy and it is up to the researcher to
select one or the other model. However, what will be the criterion for that choice?

e. Traditional mathematical modeling is characterized by the stigma that modeling means
simplification, isomorphic relation, and one-sided reflection and that, on the other hand,
the mathematical modeling needs exact description.

f. Finally, there is the Zadehs principle of incompatibility, described in (Kosko, 1994): “As
the complexity of a system increases, our ability to make precise and significant
statements about its behavior diminishes until a threshold is reached beyond which
precision and significance (or relevance) become almost mutually exclusive
characteristics. A corollary principle may be stated succinctly as the closer one look at a
real-world problem the fuzzier becomes its solution.”

To solve the problems mentioned above, a considerable amount of specialized-scientific
systems analysis, modeling, mathematical-statistical and computational work is necessary. This
causes the need to extend the arsenal of well-proven principles of modeling by new and
appropriate procedures. Further development of modeling has also contributed to improving the
epistemological function of the models. This function is limited due to its links to the subjective
ideas of the modeler, the uncertainty of a priori information and the two-stage model building
(structure identification and parameters estimation).

According to Sterman (1991, p. 222) “The chief weak spots in econometric models stem
from the assumptions of the underlying economic theory on which they rest: assumptions about
the rationality of human behavior, about the availability of information that real decision makers
do not have, and about equilibrium. Many economists acknowledge the idealization and
abstraction of these assumptions, but at the same time point to the powerful results that have
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been derived from them. However, a growing number of prominent economists now argue that
these assumptions are not just abstract, they are false.”

These flaws in theory-driven modeling have generated serious criticism from within the
economics profession. Lester Thurow notes that econometrics has failed as a method for testing
theories and is now used primarily as a ""showcase for exhibiting theories.” Yet as a device for
advocacy, econometrics imposes few constraints on the prejudices of the modeler. He
concludes: ”By simple random search, the analyst looks for the set of variables and functional
forms that give the best equations. In this context, the best equation is going to depend heavily
upon the prior beliefs of the analyst. If the analyst believes that interest rates do not affect the
velocity of money, he finds the 'best' equation that validates his particular prior belief. If the
analyst believes that interest rates do affect the velocity of money, he finds the 'best' equation
that validates this prior belief” (Thurow, 1983, p. 108).

But the harshest assessment of all comes from Nobel laureate Wassily Leontief: ”Year after
year economic theorists continue to produce scores of mathematical models and to explore in
great detail their formal properties; and the econometricians fit algebraic functions of all
possible shapes to essentially the same sets of data without being able to advance, in any
perceptible way, a systematic understanding of the structure and the operations of a real
economic system” (Leontief, 1982, p. 107).

Additionally, it is necessary to reduce the high share of time modeling that it has at the
solution of tasks by means of a computerized draft of mathematical models. A variety of
computer-based ideas has already been developed in the past for improving the computing
instruments in this application domain, supporting both the modeling and the forecasting in this
way. A possible trend of further development in this scientific area is based on theoretical
systems analysis and leads to computer simulation. The methodology of simulation (algorithmic
description) is developed successfully on the level of mathematical modeling and on the level
of computerized programming. As a result, special simulation languages have been developed
to support the application of models on a computer as executable programs (Mueller & Lemke,
2003).

In the data-driven approach (or experimental systems analysis), using inductive sorting-
out methods, models are derived from real-life data (see Fig.2-11). In many cases, when it is
impossible to create a model by theoretical systems analysis, sophisticated applications of
inductive sorting-out methods may be able to reveal hidden patterns of relationships and the
corresponding model. The data-driven approach generates a description of the system behavior

from observations of real systems evaluating how it behaves (what are the outputs) under
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different conditions (inputs). This is like statistical modeling and its goal is to infer general laws
from specific cases. However, usually, the mathematical relationship that assigns an input to an
output (and in this way imitates the behavior of a real-world system using these relationships)
has nothing to do with the real processes running in the system. The system is not described in
its details and functions and is treated as a black box (see Fig.2-5).

The task of experimental systems analysis is to select mathematical models from data of N
observations and of M system variables X(it) (where i varies from | to M, and t=1 to N), to
select the structure of the mathematical model (structure identification) and to estimate the
unknown parameters (parameter identification). Statistically based principles of model
building (Regression Analysis — see Chapter 6), which require a priori information about the
structure of the mathematical model available are usually used. A good deal of work goes into
identifying, gathering, cleansing and labeling data; specifying the questions to be asked about
data and finding the right way to discover useful patterns from data. Unfortunately, such
processing can take up a big part of the whole project in terms of efforts, time and funds.

The results obtained so far show that methods of experimental systems analysis cannot be
used to analyze the causes of events for fuzzy objects. There are a few important facts that

should be underlined:

Step 1. Problem Formulation & Data
Collection

Step 2. Data Preprocessing

Step 3. Model Specification and

Estimation

Acceptable
Accuracy?

|
'

Step 4. Model Implementation

|

Step 5. Model Evaluation

Fig.2-11 Steps in Model Building Process (Data-Driven Approach)
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A. The goal of data-driven modeling is to estimate the unknown relationship between the
output (y) and the input (x) from a set of past observations. A model, built in this way, is only
able to represent a relation between inputs and outputs, which values are within the observed
sample of data.

B. Many other factors that are not observed or controlled may influence the system’s output.
Therefore, knowledge of observed input values does not uniquely specify the output. This
uncertainty of the output is caused by the lack of knowledge of unobserved factors. The result
is a statistical dependency between the observed inputs and outputs.

C. There is a difference between statistical dependency and causality — the task of
learning/estimation of statistical dependency between observed inputs and outputs can occur in
the following situations or any of their combinations:

e output causally depends on the (observed) inputs;

e inputs causally depend on the output(s);

e input-output dependency is caused by other (unobserved) factors;

e input-output correlation is non-causal (i.e. there is a spurious correlation).

Statistical techniques fail to distinguish between correlations and causal relationships.
Statistical techniques used to estimate parameters don't prove whether a relationship is causal.
They only reveal the degree of past correlation between the variables, and these correlations
may change or shift as the system evolves (Sterman, 1991).

It follows that causality cannot be inferred from data analysis alone. Instead, each of the
four possibilities (or their combinations) is specified, and, therefore, causality must be assumed
or demonstrated by arguments outside the data. The following example from Mueller and

Lemke (2003 p. 18) shows how properties of input data can affect the system’s model (output).

Simple numerical example

Consider the following data set :

¥ a b c
9 i 8 1
9 2 7 2
9 3 6 3
9 4 5 4
9 5 4 5
9 6 3 6
9 7 2 7
6 99 1 5




Page 56 Mihail Motzev Business Forecasting Ch.2 The Forecasting Process

If we use the general model equation (2-2), then:
Y =F (a,b,c,e) (2-3)
where F can be any mathematical function describing the unknown (dependent) variable Y

as a function of input variables a, b & c, and the stochastic component & (model error).
If we apply a linear model and the Least Squares method®, the following solutions are:

1. y =9.3- 0.033a- 0.033b
2. y=0.00001+b+c
3. y=9-0.0319a + 0.0319¢

All three models are very precise with model error very close to zero, but apparently not
very useful for the system’s analysis. With insufficient a priori information about the system,
there are several methodological problems one must focus on before applying data-driven
methodologies. Besides those mentioned in theory-driven modeling, the incomplete - since
finite - database we use leads to an indeterminacy of the model and the computational data
derived from it. Also, the effectiveness of different conclusions drawn from this data by means
of mathematical statistics is limited. This incompleteness of the theoretical knowledge and the
insufficiency of data cause the following problems:

a.  The model-adequate estimation of the unknown coefficients of parametric models is

commonly based on traditional statistical approaches and assumptions (see Chapter
7). Statistical analysis includes some useful hypothesis tests, but they can only be
verified within the observed samples of data (Sterman, 1991).

b.  According to the set principle of modeling, many models can exist with a sufficient
same degree of adequateness for a given sample of input and output observations.
Therefore, the task of selecting a model from an existing data sample of endogenous
and exogenous variables is an ill-defined task. It is not possible, generally, to select
an optimal model from the number of possible models without some additional,
external information (Madala & Ivakhnenko, 1994, pp. 11-17). For example, the
regression learning problem is ill-defined in case of absence of any assumption about
the nature of the continuous approximating functions. For limited training data, the
solution that minimizes the empirical risk is not unique. There is an infinite number
of functions from the class of continuous functions that can interpolate that data points

yielding the minimum solution with respect to a given loss function.

® Least squares (LS) means that the overall solution minimizes the sum of the squares of the model errors € (see
Chapter 7).
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c.  Considering time series, most of them contain a trend component. With modeling
based on these non-stationary time series, the danger emerges that relations between
different variables with a similar growth trend will be established, although these
relations do not exist in reality. Collinearity between the predictor variables confuses
the interpretation of the associated parameters but can also be harmful to predictions.

d.  Generally, dynamic systems are characterized by various growth processes.
Therefore, differential equations obtained from observed growth processes are, as a
rule, not stable. Utilization of unstable models or models that include unstable partial
models is very dangerous because a small deviation in the initial conditions will cause
much larger deviations in the model results.

e.  Traditional models based on statistical techniques are unable to provide a guide to
performance under conditions that have not been experienced previously. Researchers
assume that the correlations indicated by the historical data will remain valid in the
future. In reality, those data usually span a limited range and provide no guidance
outside historical experience. As a result, models are often less than robust: faced with
new policies or conditions, the models break down and lead to inconsistent results
(Sterman, 1991).

f. Modeling assumes that functional relations are of relative constancy over the
evaluated period. To satisfy this requirement, short time series must be applied. This
means the modeler must meet contradictory requirements when establishing
mathematical models. Due to the limited quantity of data the uncertainty of estimation
increases with many model parameters. On the other hand, however, the reality is
reflected more convincingly with growing model complexity since reality is complex.

g.  To judge the quality of models merely by formal criteria like the closeness of fit of
the model and true system is doubtful. Instead, it is necessary to have a purposeful
judgment of the quality of model adaptation based on the suitability of the model to
solve a predefined task (see Chapter 3). Transforming the requirements on a model to
an adequately formalized criterion usually involves considerable difficulties.

h. A rule for parametric models is that the number of unknown model parameters must
be smaller than the number of observations®®. However, complex systems require

many systems variables to be measured, since the necessary dimension of the state

10j.e. to have enough degrees of freedom (n-k), where n is the sample size of observations and k is the number
of unknown parameters (independent variable coefficients) to be estimated.
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space in which the system trajectory will be completely described in without
redundancy is commonly unknown. On the other hand, the number of observations
cannot be extended infinitely, because many economic and ecological systems, for
example, are characterized by a strongly restricted set of available observations. If the
number of predictors is large, one problem is that traditional modeling methods
quickly become ill-behaved and computational unmanageable due to many
parameters that have to be estimated simultaneously. If the number of systems
variables in a data sample is larger than the number of observations, the modeling task
is called an undetermined task'!. Such under-determined tasks can be solved by means
of inductive selection procedures that will be discussed in Chapter 12.

To solve this collection of possible problems it is necessary to develop appropriate data-
driven tools for automatic modeling, because most users' primary interest is limited only in their
field and they may not have time for learning advanced mathematical, cybernetic and statistical
techniques and/or for using dialog-driven modeling tools (Mueller & Lemke, 2003, p. 19).

In summary, we can conclude that problems exist in both groups and a possible solution is
in the unification of these methodologies. Knowledge discovery from data and in particular
data mining techniques can help researchers analyze the massive amounts of data and turn
information located in the data into successful decisions. These techniques are discussed in
Chapters 10, 11, and 12.

kK%

11t is also referred to as overfitting which occurs when a model is excessively complex, such as having too
many parameters relative to the number of observations
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SUMMARY AND CONCLUSIONS
o In this chapter we discussed the Forecasting Process and its relations with other
scientific areas like Decision Making, General System Theory and Model Building.
. There is a common logical sequence in any problem solving and there are four
general phases — Understanding the problem, Devising a plan, Carrying out the plan
and Looking back.
o Problem solving and decision making are very close —decision making is a part
of every particular problem-solving approach and it might be regarded as a problem-
solving activity which is terminated when a satisfactory solution is found Decision
Making.
. A good decision maker should understand both approaches (prescriptive and
descriptive), understanding how people go wrong in making decisions and providing a
sound basis for them to make better decisions.
o Forecasts are an important element in making informed decisions and they
affect decisions and activities throughout business organizations.
o Systems theory is an interdisciplinary theory about the nature of complex
systems in nature, society, and science, and is a framework by which one can investigate
and/or describe any group of objects that work together to produce some result.
o The systems view is based on several fundamental ideas — First, all phenomena
can be viewed as a web of relationships among elements, or a system. Second, all
systems, whether electrical, biological, or social, have common patterns, behaviors, and
properties that can be understood and used to develop greater insight into the behavior
of complex phenomena and to move closer toward a unity of science. System
philosophy, methodology and application are complementary to GST.
o A System is a set of interrelated parts (elements) that must work together to
achieve a common goal.
o Hard systems involve simulations, often using computers and the techniques of
operations research. They are useful for problems that can justifiably be quantified.
However, it cannot easily take into account unquantifiable variables (opinions, culture,
politics, etc.), and may treat people as being passive, rather than having complex
motivations.
o Soft systems are used for systems that cannot easily be quantified, especially
those involving people holding multiple and conflicting frames of reference. They are
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useful for understanding motivations, viewpoints, and interactions and addressing
qualitative as well as quantitative dimensions of problem situations.

o Box colors denote different degrees of user interest in the knowledge (or
understanding) of the internal working process of a system: a black box is a primitive
element that behaves in a certain way without giving any clue to the observer how
exactly the result is obtained; a grey box offers partial knowledge of selected internal
processes and the white box represents a wholly transparent view, giving full
information about internal processes.

o There are two different approaches of the business forecasting process. The first
one assumes that we can select a forecasting technique before data analysis. The second
approach is based on the assumption that forecasting techniques operate on data
generated by historical events and the most appropriate technique should be selected by
fitting the collected data into a forecasting model that is appropriate in terms of
minimizing forecasting error.

o All forecasts are developed using a model which can be very simple or very
complex one. There are two groups of methods — deductive logical-mathematical
modeling (known as theory-driven approach or theoretical systems analysis),
assuming that models can be developed on the basis of existing theory and inductive
sorting-out methods (known as data-driven approach or experimental systems
analysis), in which models are derived from real-life data.

o Problems exist in both groups and a possible solution is in unification of these
methodologies. Knowledge discovery from data and in particular data mining
techniques can help researchers analyzing the massive amounts of data and turning
information located in the data into successful decisions. These techniques are discussed
in Chapters 10, 11 and 12.

KEY TERMS

Black box 43 Data-driven approach

Decision analysis 35 (experimental systems analysis) 55
Decision making 35 Degrees of freedom 59
General System Theory 37 Grey box 43
Hard System 41 Holons 39
Independent variables Knowledge discovery from data,

exogenous (inputs) 51 Data mining 60
Least Squares method 58 Output variable 51

Overfitting 60 Parameter identification 56
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Problem solving 35 Self-organization 38, 42
Soft System 41 Stochastic component (g)

(model error) 51
Structure identification 56 System 39, 40
Theory-driven approach White box 43
(theoretical systems analysis) 52

CHAPTER EXERCISES
Conceptual Questions:
1. List all four phases of common logical sequence in any problem.
2. What are the steps in decision making process? Discuss.
3. How does the white box differ from the black box? Discuss.
4. List the main steps in the business forecasting process? What are the differences in the
two main approaches?

5. What are the two approaches in model building? Discuss.

Business Applications:

A young graduate decided to return home and help his parents in their farm business. In the
beginning he conducted analysis of the olive harvests. He noted that olives ripen in September.
Each March his parents try to determine if the upcoming harvest would be bountiful. If his
analysis and forecast indicate it would, his parents would enter into agreements with the owners
of all the olive oil presses in the region. In exchange for a small deposit months ahead of the
harvest, they would obtain the right to lease the presses at market prices during the harvest. If
his prediction about the harvest was correct and demand for oil presses boomed, his parents
could make a great deal of money.

1. Identify the following forecasting elements in the context of this scenario:

e Input (independent or exogenous) variables.

e Output (dependent or endogenous) variable.

e Forecasting horizon (i.e. the number of periods between when the forecast is
made and time period to which it applies).

e Forecasting period (i.e. the unit of time for which forecasts are to be made —
week, month, quarter, year, etc.).

e Forecasting interval (usually, it is the frequency with which new forecasts are
prepared).

2. What forecasting approach will fit better the above case. Discuss.
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INTEGRATIVE CASE

HEALTHY FOOD SUPPLY CHAIN & STORES
Part 2: Organization as a system — developing a system model

In Chapter 1 we introduced Healthy Food Stores — a fast-growing retail food provider with
12 stores in a northwestern state. The company executives decided to study the effect that
company advertising dollars have on sales. They hoped that examining collected historical data
would reveal relationships that would help determine future advertising expenditures and
predict monthly sales volumes for the upcoming quarter.

Company historical records revealed that sales experienced a seasonal effect (as shown in
the sales-data chart in Part 1 of the study) and for this reason, a categorical (qualitative) variable
was used to indicate each month. Another important finding, which was also revealed from the
initial data analysis and time-series plots in Part 1, was that the sales experienced some positive
trend.

Finally, the company executives wanted to find out if the Healthy Food Stores advertising
would have any effect on its major competitors’ advertising budgets the following month. An
important, categorical variable was used for this purpose, which was coded as 1 (representing
a little amount in the following month competitors’ advertising), 2 (a moderate amount) and 3
(a significant amount).

After clarifying the above details, the research team in the company created a data file
(Data.xslx) containing the following variables:

e Sales volume (in $ thousand) — the dependent variable of interest Yt.

e Traditional advertising (in $ thousand) — independent variable Xa.

e Online advertising (in $ thousand) — independent variable Xot.

e Time period (a series from 1 to 48) — independent variable t used to indicate sales
trend.

e A series of 12 numbers — a categorical (dummy) variable to indicate each month,
where January code is 1, February — 2, through December — 12 Xat.

e Another categorical variable (coded 1, 2 or 3) to indicate competitors’ advertising
efforts the following month Xat.

e Along with these current data, company IS (as mentioned in the previous part) can
derive time lags for any variable (dependent Yts or independent Xts). Initially, it
was decided to use sales and advertising values lagged one and two months (s=1, 2).

After identifying the basic parameters and input (independent) and output (dependent)
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variables of the forecasting scenario, the research team discussed the main elements of the
forecasting process. They agreed that the forecasting horizon should be up to twelve months
(i.e. one year) and that they should update the forecast every quarter, keeping in mind that
accuracy decreases as time horizon increases, and sufficient time is needed to implement
possible changes.
Case Questions
1. What do you think about research team decisions? Discuss.
2. Produce an Input/Output system model for this specific case, identifying all important
elements (refer to Fig. 2-4 to 2-6).
3. What model building approach would you recommend to the research team? Discuss.
4. Write a short report (about two pages not counting charts and tables) on the questions
above, discussing all important findings and draw relevant conclusions about this part

of the Integrative Case.



Page 64 Mihail Motzev Business Forecasting Ch.2 The Forecasting Process

References

Anderson, D., Sweeney, D. & Williams T. (1995). Quantitative Methods for Business. West
Publishing Company.

Armstrong, S. (2001). Standards and Practices for Forecasting. Principles of Forecasting: A
Handbook for Researchers and Practitioners. Kluwer Academic Publishers.

Dawes, R. M. & Corrigan, B. (1974). Linear Models in Decision Making. Psychological
Bulletin 81(2), 93-106.

Fischhoff, B., Phillips, L. D. & S. Lichtenstein. (1982). Calibration of Probabilities: The State
of the Art to 1980. Kahneman, D. & Tversky, A. (Eds), Judgement under Uncertainty:
Heuristics and Biases. Cambridge University Press.

Hanke, J. & Wichern, D. (2008). Business Forecasting. PEARSON & Prentice Hall.

Howard, R. (1966). Decision Analysis: Applied Decision Theory. Proceedings of the 4th
International Conference on Operational Research (pp. 55-77).

Kahneman, D. & Tversky, A. (2000). Choice, Values, Frames. The Cambridge University
Press.

Keys, P. (1991). Operational Research and Systems. Plenum Press. New York and London.
Klein, G. (2003). The Power of Intuition, Doubleday. New York.
Kosko, B. (1994). Fuzzy Thinking. An Imprint of Harper Collins Publ. Flamingo.

Krelle, W., Beckerhoff, H., Langer, H. & FuB, H. (1969). Ein Prognosesystem fiir die
wirtschaftliche Entwicklung der BRD. Verlag Anton Hain. Meisenheim am Glan.

Leontief, W. (1982). Academic Economics. Science 217, 104-107.

Madala, H. R., & Ivakhnenko, A. G. (1994). Inductive Learning Algorithms for Complex
Systems Modelling. Boca Raton, FL: CRC Press Inc.

Mueller J. A., & Lemke, F. (2003). Self-Organizing Data Mining: An Intelligent Approach To
Extract Knowledge From Data. Victoria, BC: Trafford Publishing.

Pélya, G. (1945). How to Solve It. Princeton University Press.

Skyttner, L. (2006). General Systems Theory: Problems, Perspective, Practice. World
Scientific Publishing Company.

Sterman, J. D. (1991). A Skeptic's Guide to Computer Models. In Barney, G. O. et al. (Eds.),
Managing a Nation: The Microcomputer Software Catalog (pp. 209-229). Boulder, CO:
Westview Press.

Stevenson, H. (ed.) (1998). DO LUNCH OR BE LUNCH. Boston: Harvard Business School
Press.

Stevenson, W. J. (2017). Operations Management. McGraw-Hill/lrwin.
Thurow, L. (1983). Dangerous Currents. New York, NY: Random House..

von Bertalanffy, L. (1968). General System Theory: Foundations, Development, Application.
New York: George Braziller.

Wiener, N. (1948). Cybernetics or Control and Communication in the Animal and the Machine.
New York, NY: John Wiley & Sons.



CHAPTER 3. FORECAST ACCURACY AND MODEL SELECTION

3.1. Forecast Error

Risk and uncertainty are central to forecasting and prediction and it is generally considered
a good practice to indicate the degree of uncertainty attached to each forecast. This Chapter
discusses how to measure forecast accuracy and to select the most appropriate forecasting
model.

Reducing uncertainty requires that a forecast should be sufficiently accurate for its purpose
and to be relied upon by the decision maker who will use it. In the past, most commonly
accuracy was used as a description of systematic errors, a measure of statistical bias, i.e.
Accuracy was considered as the proximity of measurement results to the true value and
Precision as the degree to which repeated measurements, under unchanged conditions, show
the same results. Often, Precision is measured with respect to detail and Accuracy is measured
with respect to reality (Acken, 1997, pp. 281-306).

A shift in the meaning of these terms appeared with the publication of the International
Organization for Standardization (ISO) 5725 series of standards in 1994, which was last
reviewed and confirmed in 2018. The purpose of ISO 5725-1 “is to outline the general principles
to be understood when assessing accuracy (trueness and precision) of measurement methods
and results, and in applications, and to establish practical estimations of the various measures
by experiment” (ISO 5725-1, 1994, p.1). This standard uses two terms "trueness" and
"precision” to describe the accuracy of a measurement method. Trueness refers to the closeness
of agreement between the arithmetic mean of a large number of test results and the true or
accepted reference value. Precision refers to the closeness of agreement between test results.

In this regard, the chart presented in Fig.1-2 should be replaced by Fig.3-1. According to
the ISO 5725, accuracy is a general term which consists of both trueness and precision.

Fig.3-1. A) Low accuracy due to poor precision. B) Low accuracy due to poor trueness
(Source:https://commons.wikimedia.org/wiki/File:Accuracy and_precision-highaccuracylowprecision.png)



https://commons.wikimedia.org/wiki/File:Accuracy_and_precision-highaccuracylowprecision.png
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There is no such thing as absolute accuracy and raising the level of accuracy increases cost
but does not necessarily increase the value of information. It is important that the degree of
accuracy should be clearly stated in the beginning of each particular forecasting process. This
will enable users to plan for possible errors and will provide a basis for comparing alternative
forecasts.

As mentioned in Chapter 1, forecasts are not perfect, and actual results usually differ from
predicted values. Predictions of outcomes are rarely precise, and the forecaster can only
endeavor to make the inevitable errors as small as possible. The difference between the actual
value and the predicted value for the corresponding period is the forecast error. By default, this

error is defined using the value of the outcome minus the value of the forecast (3-1):
= —F 31
et yt t S

where €t is the forecast error at period t (t={1, 2, 3...N});
- N is the forecasting interval (or the size of the dataset);
- Ytis the actual value at period t and
- Ftis the forecast for period t.

Forecast error can be a calendar forecast error or a cross-sectional forecast error, when we
want to summarize the forecast error over a group of units. If we observe the average forecast
error for a time-series of forecasts for the same product or phenomenon, then we call this a
calendar-forecast error or time-series forecast error. If we observe this for multiple products
for the same period, then this is a cross-sectional performance error.

Many forecasting techniques have been developed as an attempt to reduce the forecast error.
Unfortunately, real-life experience shows that no single technique works in every situation.
Many types of forecasting techniques will be discussed in the following chapters. In the next
sections of this Chapter we will learn how to measure and evaluate forecast accuracy and how
to select the best forecasting model out of many potential good ones.

3.2. Measures of Forecast Accuracy

Each forecast represents the real-life business variable with some accuracy, related to the
particular size of the forecast error. It is good to know some general facts, for example, the fact
that forecast accuracy decreases as time horizon increases, i.e. short-range forecasts usually
contend with fewer uncertainties than long-range forecasts, and thus they tend to be more

accurate.
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However, it is more important to know the degree of each particular forecast accuracy.
There are different techniques to quantify the degree of accuracy. In most cases, the forecast is
compared with an outcome at a single time-point and a summary of forecast errors is
constructed over a collection of such time-points.

In some cases, a forecast may consist of predicted values over a number of lead-times. In
this case an assessment of forecast error may need to consider more general ways of assessing
the match between the time-profiles of the forecast and the outcome. If a main application of
the forecast is to predict when certain thresholds will be crossed, one possible way of assessing
the forecast is to use the timing-error, i.e. the difference in time between the value at which the
outcome crosses the threshold and when the forecast does so. When there is interest in the
maximum value being reached, assessment of forecasts can be done using any of:

e the difference of times of the peaks;

o the difference in the peak values of the outcome and the forecast;

e the difference between the peak value of the outcome and the forecast value at that
time point.

The forecast error should always be calculated using actual data as a base. Traditionally,
measures of fit are used to evaluate how well the forecasts match the actual values. If given the

computed forecasts (Ft) and their errors (€x) at period t, for a dataset t={1, 2, 3...N}, then:
— Mean Forecast Error (MFE) is the average value of the forecast errors (3-2):
MFE = lZN e (3-2)
N t=1 ¢
The main properties of this measure of accuracy are:
e It is a measure of the average deviation of forecasted values from actual ones.
e It shows the direction of the errors and, thus, it measures the Forecast Bias®.
e In MFE, the effects of positive and negative errors cancel out and there is no way to
know their exact amount.
e A zero value of MFE does not mean that forecasts are perfect (i.e. contain no error)
— rather, it only indicates that the forecasts are on proper target.
e It does not penalize extreme errors.
e It depends on the scale of measurement and it is also affected by data

transformations.

L A forecast bias occurs when there are consistent differences between actual outcomes and previously generated
forecasts of those quantities, i.e. forecasts may have a general tendency to be too high or too low.
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e For a good forecast, i.e. to have a minimum bias, it is desirable that the MFE is as
close to zero as possible.
— Mean Absolute Deviation (MAD) or Mean Absolute Error (MAE) is the average

absolute value of the differences between the actual value at period t and the forecast for

period t. It is easy to compute and is most useful to measure the forecast error in the same

units as the original series (3-3): 1 N
MAE = =>'le,] (3-3)
N3

MAE (MAD) properties are:

e |t measures the average absolute deviation of forecasted values from original ones.

e It shows the magnitude of overall error, occurred due to forecasting.

e In MAE, the effects of positive and negative errors do not cancel out.

e Unlike MFE, MAE does not provide any idea about the direction of errors.

e Like MFE, MAE also depends on the scale of measurement and data
transformations.

e It weights errors linearly, but it is not sensitive to extreme values.

e Extreme forecast errors are not penalized by MAE.

e For agood forecast, the obtained MAE should be as small as possible.

— Mean Absolute Percentage Error (MAPE) puts errors in perspective. It is useful
when the size of the forecast variable is important in evaluating. It provides an indication of
how large the forecast errors are in comparison to the actual values. It is also useful to
compare the accuracy of different techniques on same or different data. The computing
formula is (3-4):

N
MAPE (%) = %Z(\et\/ y,)x100 (3-4)
=1

MAPE important features are:
e This measure represents the percentage of average absolute error that occurred.
e Itisindependent of the scale of measurement but affected by data transformations.
e Unlike MFE, MAPE does not show the direction of error.
e MAPE does not penalize extreme deviations.
¢ In this measure, opposite signed errors do not offset each other (i.e. the effects of

positive and negative errors do not cancel out).

e Foragood forecast, the obtained MAPE should be as small as possible.
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— Mean Percentage Error (MPE) is useful when it is necessary to determine whether a
forecasting method is biased. If the forecast is unbiased MPE will produce a value that is
close to zero. Large negative values mean overestimating and large positive values indicate
that the method is consistently underestimating. A disadvantage of this measure is that it is
undefined whenever a single actual value is zero. In terms of its computation, it is an average

percentage error (3-5): N

MPE (%) = % D (e /y)x100 (s
=1
The properties of MPE are: t

e MPE represents the percentage of average error occurred, while forecasting.

e Itisindependent of the scale of measurement but affected by data transformations.

e Like MFE, MPE shows the direction of errors occurred.

e MPE does not penalize extreme deviations.

e Opposite signed errors affect each other and cancel out, i.e. as MFE, by obtaining a
value of MPE close to zero, we cannot conclude that the model is perfect.

e Itisdesirable that for a good forecast with a minimum bias, the obtained MPE should
be as close to zero as possible.

— Mean squared error (MSE) or Mean Squared Prediction Error (MSPE) is the

average of the squares of the errors, i.e. the differences between the actual value and the

MSE = Y(e, ) /(n—2) o

The MSE is the second moment (about the origin) of the error, and thus incorporates both

forecast at period t:

the variance of the estimator and its bias. For an unbiased estimator, the MSE is the variance of
the estimator. Like the variance, MSE has the same units of measurement as the square of the
quantity being estimated.
MSE (MSPE) properties are:
e It is athe measure of average squared deviation of forecasted values.
e Since the opposite signed errors do not offset one another, MSE gives an overall
idea of the error.
e |t penalizes extreme errors (it squares each) occurred while forecasting.
e MSE emphasizes the fact that the total forecast error is in fact greatly affected by

large individual errors, i.e. large errors are more expensive than small errors.
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e MSE does not provide any idea about the direction of overall error.
e Itis sensitive to the change of scale and data transformations.
e Although MSE is a good measure of overall forecast error it is not as intuitive and
easily interpretable as the other measures discussed above.
— Root Mean Squared Error (RMSE) is the square root of calculated MSE. In an
analogy to standard deviation, taking the square root of MSE yields the root-mean-squared

error (RMSE), which has the same units as the quantity being estimated (3-7):

RMSE =/ MSE (3-7)

The properties of RMSE are:
e Mathematically, RMSE is nothing but the square root of calculated MSE.
e All the properties of MSE, but the last one, hold for RMSE as well.
e Unlike MSE, RMSE measures the forecast error in the same units as the original
series and it has an easy and clear business interpretation.

The RMSE serves to aggregate the magnitudes of the errors in predictions for various times
into a single measure of predictive power. Thus, it is a good measure of accuracy, but only to
compare forecasting errors of different models for a particular variable and not between
variables, as it is scale dependent.

— Normalized Mean Squared Error (NMSE) is the MSE divided by the variance of

observed values of a variable being predicted (3-8):
2
NMSE=MSE/ o (3-8)

e NMSE normalizes the obtained MSE after dividing it by the test variance.

Its features are:

e Itis abalanced error measure and is very effective in judging the forecast accuracy
of a model.

e The value is often expressed as a percentage, where lower values indicate less
residual variance.

e The smaller the NMSE value, the better forecast.

e Other properties of NMSE are the same as those of MSE.

A similar measure is the Normalized Root Mean Squared Error (NRMSE), which is the
RMSE divided by the range of observed values of a variable being predicted (3-9):

NRMSE = RMSE/(ymax'ymin) (3-9)
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The advantage of NRMSE is that unlike NMSE it measures the forecast error in the same
units as the original series and it has an easy and clear business interpretation.

— The Coefficient of variation of the RMSE, CV(RMSE) is defined as the RMSE
normalized to the mean of the observed values (3-10):

CV(RMSE) =RMSE/y (3-10)

It is the same concept as the coefficient of variation (CV) except that RMSE replaces the
standard deviation. The CV is useful because the standard deviation of data must always be
understood in the context of the mean of the data. In contrast, the actual value of the CV is
independent of the unit in which the measurement has been taken, so it is a dimensionless
number. For comparison between datasets with different units or widely different means, we
should use the CV instead of the standard deviation. The smaller the CV(RMSE) value, the
better the forecast. In general, its properties are same as those of RMSE and NRMSE. In
addition:

e When the mean value is close to zero, the CV(RMSE) will approach infinity and is
therefore sensitive to small changes in the mean. This is often the case if the values
do not originate from a ratio scale.

e Unlike the RMSE, it cannot be used directly to construct prediction intervals.

— Theil’s U-statistics (3-11) is defined as a normalized measure of total forecast error,
which varies between zero and one. By the rule of the thumb, for a good forecast accuracy,

the U-statistic should be close to zero:

U= — =t _ (3-11)
152 15
\ng™" =

\ng”

Its properties are:
e Itisanormalized measure of the total forecast error.
e (0<U<I1;U=0means a perfect fit.
e This measure is affected by the change of scale and data transformations.
e For assessing good forecast accuracy, it is desirable that the U-statistic is close to
zero.
— The forecast skill or skill score (SS) is a scaled representation of forecast error that
relates the forecast accuracy of a particular forecast model to some reference model (3-12). A

perfect forecast results in a forecast skill of one, a forecast with a similar skill to the reference
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forecast would have a skill of zero, and a forecast which is less skillful than the reference

forecast would have negative skill values.
SS=1-(MSE, . /MSE

— Average of Errors (also referred to as E-bar 3-13) is sometimes useful when

(3-12)

forecast reference )

combining k forecasts (or k models) have been used (usually as an attempt to reduce the
forecast error):

E = Zei (3-13)

where €j is the forecast error for a particular technique (or model) i (i=1, 2, 3...K).
Sometimes, weights could be appropriate if the combining forecast value is not a simple
average.

— The Tracking signal (TS) is a simple indicator that a forecast bias is present in the
forecast model (3-14). When forecasts are being produced on a repetitive basis, the performance
of the forecasting system may be monitored using a tracking signal, which provides an
automatically maintained summary of the forecasts produced up to any given time period.

It is most often used when the validity of the forecasting model might be in doubt. It
monitors any forecasts that have been made in comparison with the actual values and warns
when there are unexpected departures of the outcomes from the forecasts. One common form?
of tracking signal is the ratio of the cumulative sum of forecast errors to the mean absolute
deviation (MAD).

1S= > e /MAD (3-14)

As we can see, there is a variety of measures of the forecast accuracy with different

properties. They could be summarised in the following major types of forecast-error metrics:
e absolute errors (MAD and MSE);
e percentage-error metrics (MPE and MAPE);
o relative-error metrics, like NMSE, SS or U coefficient.

It is always a good idea to track the forecast bias since a normal property of a good forecast
is that it is not biased. A typical measure of bias of forecasting procedure is the arithmetic mean
(or expected value) of the forecast errors MFE or MPE, but other measures of bias are also
possible. For example, a median-unbiased forecast would be one where half of the forecasts are

too low and half too high.

2 APICS Dictionary, see http://www.apics.org/dictionary/dictionary-information?1D=4390.0
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We have already discussed more than a dozen important measures for judging forecast
accuracy of a fitted model. Each of these measures has some unique properties, different from
others. In experiments, it is better to consider more than one performance criteria. This will help
to obtain a reasonable knowledge about the amount, magnitude and direction of overall forecast
error. For this reason, experienced forecasters usually use more than one measure for judgment.

Which metrics should be used depends on the particular case and its specific goals. For
example, accurate demand forecasts are imperative in order to maintain an optimized inventory
and effective supply chain. While forecasts are never perfect, they are necessary to prepare for
actual demand. Understanding and predicting customer demand is vital to manufacturers and
distributors to avoid stock-outs and maintain adequate inventory levels.

As already mentioned, it is better to consider more than one performance criteria. This will
help to obtain a reasonable knowledge about the amount, magnitude and direction of the overall
forecast error. For this reason, experienced researchers usually use more than one measure for
judgment so MPE, MAPE, RMSE and CV(RMSE) are a very good choice. The main benefit of
this group is that it provides good information about the bias and the precision of the forecast.
In addition, since CV(RMSE) penalizes extreme errors and MAPE does not, a researcher’s goal
should be to obtain close enough values for both criteria

Forecast accuracy in the supply chain is typically measured using the MAPE. Many
practitioners, however, define and use the MAPE as the Mean Absolute Deviation divided by
Average Sales. This is in effect a volume weighted MAPE and it is also referred to as the
MAD/Mean ratio.

A simpler and more elegant method to calculate MAPE across all the products forecasted is
to divide the sum of the absolute deviations (€;) by the total sales of all products. This
calculation (Sum et)/(Sum yy) is also known as WAPE (Weighted Absolute Percent Error).
Another interesting option is the weighted MAPE. The advantage of this meassure is that it
could weight errors, so we can define how to weight for our relevant business, ex-gross profit
or ABC. The problem is that for seasonal products it returns indetermined results when sales
equal zero and that is not symetrical, i.e. we can be much more innacurate if sales are higher
than if they are lower than the forecast. To correct the above issue, some authors (Makridakis
et al., 1998) proposed symmetric Mean Absolute Percentage Error (SMAPE).

Hyndman (2006) suggests another measure, which he referred to as scale-free error metric.
He proposed a Mean Absolute Scaled Error (MASE), which expresses each error as a ratio to

an average error from a baseline method:
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MASE =’|q,/n (4-15)

where ( is a scalled error defined as:
€

t

0, ==
;‘yu -yi-l‘/(n_l)

where the numerator €t is the forecast error for a given period t, and the denominator is the
average forecast error of the one-step naive forecast method (discussed in Chapter 5),
which uses the actual value from the prior period as the forecast, i.e. Ft = Y¢-1.

(4-16)

According to this study, the scale-free error metric “"can be used to compare forecast
methods on a single series and also to compare forecast accuracy between series. This metric is
well suited to intermittent-demand series, because it never gives infinite or undefined values
except in the irrelevant case where all historical data are equal” (Hyndman, 2006, p.46).

The example above shows that there are many attempts to improve the traditional forecast-
error metrics, including some adjustments, modifications and even new formulas and criteria.
However, in both studies (Makridakis et al., 1998; Hyndman, 2006) and in many others (for
example Madala & Ivakhnenko (1994), Mueller & Lemke (2003) and others), there is another
extremely important point, which must be emphasized here — the cross-validation approach.

Cross Validation

To judge the quality of models merely by formal criteria like the closeness of fit of a model
and a true system based on one data set is doubtful. Instead, it is necessary to have a purposeful
judgment of the quality of the model adaptation based on the suitability of the model to solve a
predefined task. In spite of user experience, sometimes the choice of a model is too subjective
— to make it more objective is a primary goal in many contemporary studies.

It is important to evaluate forecast accuracy using genuine forecasts. It is not correct to look
at how well a model fits the historical data — the accuracy of forecasts can only be determined
by considering how well a model performs on new data that were not used when fitting the
model. When choosing models, it is common to use a portion of the available data for fitting
and use the rest of the data for the model validation. These testing data should be used to
measure how well the model is likely to forecast on new data.

In addition to the reasons mentioned above, a few more points should be considered:

e A model which fits the data well does not necessarily forecast well.
e A "perfect” fit with zero prediction error can always be obtained by using a model

with large enough number of parameters (as shown in Fig.3-3).
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e Overfitting a model to data is as bad as failing to identify the systematic pattern in
these data (see Section 3.4).

In most cases, it is not possible to select an optimal model from many possible models
without some extra information. In (Makridakis et al., 1998) and (Hyndman, 2006) this process
is referred to as out-of-sample forecasting. In Madala & Ivakhnenko (1994) and Mueller &
Lemke (2003) the term external information is used, referring to Godel’s external complement
(Godel, 1931). In general, it is known as cross-validation or rotation estimation (Stone, 1974).

Cross-validation is a model validation technique for assessing how the results of a statistical
analysis will generalize to an independent dataset. It is mainly used in studies where the goal is
prediction, and we want to estimate how accurately a predictive model will perform in practice.
In a prediction problem, a model is usually given a dataset of known data on which training is
run (training dataset), and a dataset of unknown data (or first seen data) against which the
model is tested (testing or validating dataset).

The size of the testing set is typically about 20%-30% of the total sample, although this
value depends on how long the sample is and how far ahead, we want to forecast. It should
ideally be at least as large as the maximum forecast horizon required.

There is another, more sophisticated version of training/testing sets in cross-validation. For
cross-sectional data it works as follows:

1. Select (it could be random) observation i for the testing set and use the remaining

observations in the training set. Compute the error on the test observation.

2. Repeat the above step for i =1, 2, ... N-1, where N is the total number of observations.

3. Compute the forecast accuracy measures based on all errors obtained.

This is a much more efficient use of the available data, as we only omit one observation at
each step. However, it can be very time consuming to implement.

For time-series data, the procedure is very similar and will be explained in Chapter 8. Cross-
validation applications in model building and model selection are discussed in the next Sections.

4.3. Forecasting Techniques Evaluation and Model Selection

A. Forecast evaluation

To determine the value of a forecast we need to measure it against some baseline, or a
minimally accurate reference forecast. There are many types of forecast that, while producing
impressive-looking skill scores, are nonetheless naive. For example, a persistence® forecast can

still rival even those of the most sophisticated models.

3 Persistence forecast in a nutshell: Q.What are the sales going to be like today? A.Same as they were yesterday.



Page 76 Mihail Motzev Business Forecasting  Ch. 3 Forecast Accuracy and Model Selection

wﬁing . ,
i\ ,’! Fig.3-1. Cost of Forecasting
LIS
vy / Versus Cost of Inaccuracy for
Voo .

(N a Medium-Range Forecast,
A
mocas heogorsio. | N\, Given Data Availability
special information .
bt
N \‘-.H (Source: John C. Chambers,
3 = optmalregon [ opee® ] )
Sober ‘\‘\ Satinder K. Mullick, Donald

Sopbisticated D. Smith, How to Choose the
siatislcal models

Right Forecasting Technique,

Harvard Business Review,

Simple

T sstea July 1971)

models .

Tom ol mae

Declining accuracy

Two of the most important factors used to evaluate a forecast in the real life are the Forecast
Cost and the Forecast Accuracy. Additional factors include the availability of historical data,
computational power and relevant software, time to gather and analyze the data, forecast
horizon and others. The example in Fig. 3-1 shows how cost and accuracy increase with
sophistication and charts this against the corresponding cost of forecasting errors, given some
general assumptions. The most sophisticated technique that can be economically justified is one
that falls in the region where the sum of the two costs is minimal.

The variety of measures of forecast accuracy introduced in the previous section have
different properties and could be used for different purposes. Though each case is particular and
has its specific goals, there are some general rules of using the measures of forecast accuracy:

e To measure a forecast’s usefulness or reliability, most frequently the researchers use
MAD/MAE, MSE/RMSE, MPE, and TS.

e To compare the accuracy of two different techniques, the most common measures are
MAPE, NMSE, the RMSE normalized value CV(RMSE), and SS.

e There are some important points that need clarification as well, in terms of the specific
properties of the forecasting technique used, like the validity of the technique
assumptions and the significance of the model parameter estimations.

e Lastly, it is also important if the forecasting technique is simple to use and easy to

understand for decision makers.
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It should be noted that despite the fact that forecasts are based on models, the use of models
does not guarantee a good forecast. For example, nonqualified users cannot comprehend the
rules for using the model, or may incorrectly apply it and misinterpret the results. Also, as
mentioned above, unfortunately, no single technique/model works in every situation and
selecting the most appropriate (cost-effective) one among many similar models is a never-

ending task in contemporary forecasting.

B. Model selection

Generally, model selection is defined as the task of selecting a good model from a set of
candidate models, given data. In simple cases, a pre-existing set of data is considered. However,
the task can also involve the design of experiments so that the data collected is well-suited to
the problem of model selection. Usually, among the candidate models of similar predictive
and/or explanatory power, the simplest model is most likely to be the best choice.

Model selection is very important and in its most basic formis one of the fundamental tasks
of scientific inquiry. A standard example of model selection is that of curve fitting, whereas a
set of observations and other background knowledge is given , we must select a curve that
describes the function that generated these values. Determining the principle that explains a
series of observations is often linked directly to a model predicting those observations. One
classical example is when Galileo performed his inclined plane experiments, in fact, he
demonstrated that the motion of the balls fitted the parabola predicted by his model.

Model selection process typically begins defining the set of candidate models. Often simple
models such as polynomials are used, at least initially. Once the set of candidate models has
been chosen, there are different techniques, mostly from mathematical analysis, that allow to
select the best of these models. What is meant by best is controversial — a good model selection
technique will balance goodness of fit* with simplicity. Sometimes, more complex models will
be better able to adapt their shape to fit the data (for example, a fifth-order polynomial can
exactly fit six data values), but the additional parameters may not represent anything useful. It
is possible that those six observations are just randomly distributed about a straight line.

There are two major groups of methods for model selection:

A. The scientific method is a body of techniques for investigating phenomena, acquiring
new knowledge, or correcting and integrating previous knowledge. To be termed scientific, a

method of inquiry must be based on empirical and measurable evidence subject to specific

4 The goodness of fit describes how well the model fits a set of observations. Measures of goodness of fit
typically summarize the discrepancy between observed values and the values expected under the model in
question.
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principles of reasoning. The Oxford Dictionary defines the scientific method as "a method or
procedure that has characterized natural science since the 17th century, consisting in systematic
observation, measurement, and experiment, and the formulation, testing, and modification of
hypotheses."

The main characteristic which distinguishes the scientific method from other methods of
acquiring knowledge is that scientists seek to let reality speak for itself, supporting a theory
when a theory's predictions are confirmed and challenging a theory when its predictions prove
false. The essential elements of scientific method are:

e Operation — Some action done to the system being investigated;

e Observation — What happens when the operation is done to the system;

e Model — An abstraction or the phenomenon itself at a certain moment;

e Utility Function for evaluating models — A measure of the usefulness of the model to
explain, predict, and control, and of the cost of use of it. Some specific elements of any
scientific utility function are the refutability® of the model, its simplicity and so on.

B. The Statistical hypothesis test is a method of statistical inference using different data
sets from a scientific study or real-life observations, usually results from an experiment or a
probabilistic sample. A result is called statistically significant if it has been predicted as unlikely
to have occurred by chance alone, according to a pre-determined threshold probability, known
as the significance level (a). Statistical hypothesis testing is sometimes called confirmatory
data analysis, in contrast to exploratory data analysis, which may not have pre-specified
hypotheses. Exploratory Data Analysis (EDA) is an approach to analyzing data sets to
summarize their main characteristics, often with visual methods. A statistical model can be used
or not, but primarily EDA is for seeing what the data can tell us beyond the formal modeling or
hypothesis testing task. EDA is also different from the InitialData Analysis (IDA) (see Chapter
10) — EDA encompasses IDA, which focuses more narrowly on checking assumptions required
for model fitting and hypothesis testing, and handling missing values and making
transformations of variables as needed.

In both groups of methods, briefly discussed above, the model selection task involves a
hypothesis test about the model significance. The most common measures used as criteria for

decision are MAPE and SS. There are some other specific criteria for model selection like

5 See http://www.oxforddictionaries.com/definition/english/scientific-method?g=scientific+method
& Refute - to prove something to be false or somebody to be in error, either through logical argument or by
providing evidence to the contrary
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Akaike information criterion, Bayesian information criterion, Deviance information criterion
and Mallows's Cp.’

Akaike information criterion (AIC) is a measure of the relative quality of a statistical model
for a given set of data. It deals with the trade-off between the goodness of fit of the model and
the complexity of the model. Founded on information theory, it offers a relative estimate of the
information lost when a given model is used to represent the process that generates the data.
The AIC penalizes the number of parameters less strongly than the Bayesian information
criterion (BIC) does . Yang (2005) makes a comparison of AIC and BIC in the context of
regression modeling. In particular, AIC is asymptotically optimal in selecting the model with
the least mean squared error, under the assumption that the exact "true™ model is not in the
candidate set® and BIC is not. Yang further shows that the rate at which AIC converges to the
optimum is, in a certain sense, the best possible.

It should be noted, however, that AIC does not provide a test of a model in the sense of
testing a hypothesis; i.e. AIC directly can tell nothing about the quality of the model in an
absolute sense. If all the candidate models fit poorly, AIC will not give any warning of that.

In a research done by Stone (1977) a logarithmic assessment of the performance of a
predicting density is found to lead to an asymptotic equivalence of choice of model by cross-
validation and AIC when maximum likelihood estimation is used within each model. It also
shows, that maximizing AIC is equivalent to minimizing Mallows' C, in the case of normal
multiple linear regression.

Eventually, the importance and the qualities of cross-validation as a model selection tool
could be proved by the latest sophisticated techniques such as machine learning and, later on,
data mining where cross-validation is used to compare the performances of different predictive
modeling procedures, for example in optical character recognition, support vector machines
(SVM), k-nearest neighbors (KNN) and others, discussed in Chapter 11.

Model selection is a long procedure involving a lot of computations, especially in cases
where there is a large number of potential explanatory variables and no underlying theory on
which to base the model selection. To address this problem, different automatic procedures

were elaborated since the middle of the 20th century.

7 See http://en.wikipedia.org/wiki/Model_selection

8 This makes both AIC and BIC sensitive to the type of asymptotic analysis adopted (Stone, M. 1979. Comments
on Model Selection Criteria of Akaike and Schwarz. Journal of the Royal Statistical Society. Ser. B, Vol. 41, pp.
276-278).
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Stepwise regression is one of the first and the most popular techniques for regression model
building in which the choice of predictive variables is carried out by an automatic procedure
(Draper & Smith, 1981). Usually, this takes the form of a sequence of F-tests or t-tests, but other
criteria could be used as well, such as adjusted R-square®, AIC, BIC, and others.

In the example shown in Fig.3-2 necessity and sufficiency are determined by F-tests. For
additional consideration, when planning an experiment, computer simulation, or scientific
survey to collect data for the model, we must keep in mind the number of parameters (p) to
estimate and adjust the sample size accordingly. In the past, an efficient design of experiments,
which explores the relationships between several explanatory variables (k) and one or more
dependent variables existed only for k<17. Nowadays, there are more efficient designs, in
particular in Data Mining, discussed in Chapter 11, requiring fewer observations, even for k>16.

Another main issue with the stepwise regression is that it searches a large space of possible
models. Hence it is prone to overfitting the data, i.e. stepwise regression will often fit much
better in-sample than it does on new out-of-sample data. It means that the tests used would be
biased since they are based on the same data. Wilkinson and Dallal (1981) computed percentage
points of the multiple correlation coefficients by simulation and showed that a final model,
obtained by forward selection, said by the F-procedure to be significant at 0.1%, was in fact

only significant at 5%.

% The coefficient of determination, denoted R? or r? and pronounced R-squared, is a number that indicates how
well data fit a statistical model. The adjusted R? is almost the same as R?, but it penalizes the statistic as extra
variables are included into the model (see Chapter 7).
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Other points of criticism have also been made: Hurvich and Tsai (1990) found that when
estimating the degrees of freedom, the number of the candidate independent variables from the
best fit selected is smaller than the total number of final model variables, causing the fit to
appear better than it is when adjusting the r? value for the number of degrees of freedom (i.e. it
is important to consider how many degrees of freedom have been used in the entire model, not
just count the number of independent variables in the resulting fit). Roecker (1991) mentioned
that models which are created may be over-simplifications of the real models of the data.

Mark and Goldberg (2001) proposed a technique to test for errors in models created by step-
wise regression. It is not relying on the model's F-statistic, its significance, or multiple R.
Instead the technique assesses the model against a set of data that was not used to build the
model (like in cross-validation). This is often done by developing a model based on a sample
of the dataset available (e.g., 70%) and using the remaining 30% of the dataset to assess the
accuracy of the model. Accuracy is then measured as the actual MSE, MAPE, or mean error
between the predicted value and the actual value in the hold-out sample. This method is
particularly valuable when data is collected in different settings (e.g., different times, social vs.
solitary situations) or when models are assumed to be generalizable.

This would address some issues with the step-wise regression, but unfortunately others still
remain unsorted, like multicollinearity, when two or more predictor variables in the model are
highly correlated; autocorrelation, when there is correlation between values of the process at
different time points as a function of the time points or of the time lags, and so on. In the next

section, a new, better approach in modeling will be discussed.

3.4. Self-Organizing Modeling

The concept of self-organization is central to the description of biological systems, from the
subcellular to the ecosystem level. There are also cited examples of "self-organizing" behavior
found both in the natural sciences and the social sciences such as economics or anthropology.
The term "self-organizing™ was introduced to contemporary science in 1947 by the psychiatrist
and engineer William Ross Ashby (1947). It was taken up by other world recognized scientists
like Heinz von Foerster, Gordon Pask, Stafford Beer and Norbert Wiener (1948) himself. In
cybernetics, Norbert Wiener saw the first step in Self-organization as being able to copy the
output behavior of a black box.

Self-organization as a word and concept was used by scientists associated with general
systems theory in the 1960s, but did not become commonplace in scientific literature until its
adoption by physicists and researchers in the field of complex systems in the 1970s and 1980s.
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After 1977's llya Prigogine (1977) Nobel Prize, the thermodynamic concept of self-organization
received some attention from the public.

According to (Camazine et al., 2003, p. 8), ”’In biological systems self-organization is a
process in which pattern at the global level of a system emerges solely from numerous
interactions among the lower-level components of the system. Moreover, the rules specifying
interactions among the system's components are executed using only local information, without
reference to the global pattern. ”

Self-organizing systems typically display emergent properties. In general, rules of behavior
of a self-organizing system are determined internally but modified by environmental inputs
(Madala & Ivakhnenko, 1994), which is the basic idea in the cross-validation approach as well.

Many scientists (Madala & lvakhnenko, 1994; Mueller & Lemke 2003; Holland et al. 1986)
consider the global view of problem-solving as a process of search through a state space — a
problem is defined by an initial state. There are one or more goal states to be reached, a set of
operators that can transform one state into another, and a number of constraints, that an
acceptable solution should meet. Problem-solving techniques are used for selecting an
appropriate sequence of operators that will succeed in transforming the initial state into a goal
state through a series of steps, known as multi-stage (or multi-layered) selection procedure
(Fig.3-3). A selection approach is taken on classifying the systems. This is based on an attempt
to impose rules of "survival of the fittest" on an ensemble of simple productions.

This group is further enhanced by criterion rules which implement processes of genetic
cross-over and mutation on the productions in the population. Thus, productions that survive a
process of selection are not only applied but also used as "parents” in the synthesis of new
productions. Here an "external agent” is required to play a role in laying out the basic
architecture of those productions upon which both selective and genetic operations are
performed.

These classification systems do not require any a priori knowledge of the categories to be
identified — the knowledge is very much implicit in the structure of the productions, i.e. it is
assumed as the a priori categorical knowledge, embedded in the classifying systems. The
concepts of "natural selection” and "genetic evolutions" are viewed as a possible approach to

normal levels of implementation of rules and representations in information processing models.
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(Source: Madala & Ivakhnenko, 1994, p. 8)

Simplification of self-organization is regarded as its fundamental problem from the very
beginning of its development. The modeling methods created for the last few decades based on
the concepts of neural and inductive computing ensure the solution of comprehensive problems
of complex systems modeling as applied to cybernetic systems (Madala & Ivakhnenko, 1994;
Mueller & Lemke, 2003). They constitute an arsenal of means by which—either on the basis of
notions concerning system structures and the processes occurring in them or on the basis of
observations of the parameters of these systems—we can construct system models that are
accessible for direct analysis and are intended for practical use.

One of the fundamentals of self-organizing modeling is the external agent, which is
equivalent to the regularization method®. Gédel (1931) published his works on mathematical
logic showing that the axiomatic method itself had inherent limitations and that the principal
shortcoming was the so-called inappropriate choice of "external supplement” (or external
complement):

» The first incompleteness theorem states that no consistent system of axioms whose
theorems can be listed by an effective procedure (essentially, a computer program) is
capable of proving all facts about the natural numbers. For any such system, there will
always be statements about the natural numbers that are true, but which are improvable

within the system.

10 Regularization, in mathematics and statistics and particularly in the fields of machine learning, refers to a
process of introducing additional information in order to solve an ill-posed problem or to prevent overfitting.

two input variables
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* The second incompleteness theorem shows that if such a system is also capable of
proving certain basic facts about the natural numbers, then one particular arithmetic
truth the system cannot prove is the consistency of the system itself.

According to the incompleteness theorem, as discussed by (von Neumann, 1966), it is in
principle impossible to find a unique model of an object on the basis of empirical data without
using an external supplement, as defined by Beer (1959, p. 280). Hence external supplement,
external complement, external agent, regularization, and cross-validation are synonyms
expressing the same concept.

For example, as mentioned in the previous section, in regression analysis (see Chapter 7)
the errors & (i=1:N) computed on the basis of all (N) observations monotonically decrease

when the model complexity gradually increases (Fig.3-4). It equals zero when the number of
coefficients m of the model becomes equal to the number of observations N or the degrees of
freedom equal to zero (d.f.=0). It means that every equation with m coefficients can be regarded
as a perfect model. It is impossible, in principle, to find a unique model in such a situation.
Usually experienced modelers use trial and error techniques to find a unique model without
claiming (or sometimes even understanding) that they consciously or unconsciously use an
external supplement to build a unique model. The risk involved in the trial and error methods

is that the researcher could not appropriately select the external agent.
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Minimum Data
Pattern Time Type of Eequirements
Method of Data Horizon Model N 1 S
Naive ST, T.S = TS 1
Simple averages 5T S TS 30
Moving averages ST S TS5 4-20
Exponential smoothing ST S TS 2
Linear exponential smoothing T S TS 3
Quadratic exponential smoothing T S TS 4
Seasonal exponential smoothing S 5 TS 2+L
Adaptive filtering S S TS 5=L
Simple regression T I C 10
Multiple regression C,s I © 10V
Classical decomposition 5 5 TS 5«
Exponential trend models T LL TS 10
S-curve fitting - T LL TS 10
Gompertz models T ILL TS 10
Growth curves T I, L TS 10
Census 1L s S TS 6%L
Box—Jenkins 8T, T,C,8 S TS 24 . 3=L
Leading indicators (@ S C 24
Econometric models C S C 30
Time series multiple regression §IIS LL C 651
Pattern of the data: ST, stationary; T, trended; 5, seasonal; C, cyclicak.
Tinte horizon: S, short term (less than 3 months); I, intermediate; L, long term,
Type of model: TS, time series; C, causal.
Sensongl: L, length of seasonality.

Fig.3-5 Choosing a Forecasting Technique and a Model

To support nonqualified users, who cannot comprehend the rules on how to build and select
the right model, experienced researchers design special charts and/or tables with instructions
for the most appropriate modeling technique according to data patterns or properties of the
system of interest, such as the guidelines (Wilson & Keating, 2008) presented in Fig.3-5.

The principle of self-organization can be formulated as follows: When the model complexity
gradually increases, certain criteria, which are called selection criteria or objective functions,
and which have the property of external agent pass through a minimum. Achievement of a
global minimum indicates the existence of a model of optimum complexity (Fig.3-4).

The statement that there exists a unique model of optimum complexity, determinable by the
self-organization principle, forms the basis of the so-called inductive approach in modeling
(Madala & Ivakhnenko, 1994). The optimum complexity of the mathematical model of a
complex system is found by the minimum of a chosen objective function (or criteria) which has
the properties of an external supplement.

The theory of self-organization has widened the capabilities of system identification,
forecasting, pattern recognition and multi-criteria decision making. In fact, self-organizing
modeling provides a new, third view (also known as “hybrid approach ”) to the theory-driven
(or theoretical systems analysis) and data-driven (or experimental systems analysis)
approaches in the model building problem “what variables, which method, which model.” This
idea is also an important part of self-organizing data mining (Mueller & Lemke, 2003) discussed
in Ch.12. It is outlined below, and particular details are explained and discussed in Chapters 7,
8,9, 10, 11 and 12:
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A. Variables selection

Choice of appropriate variables is one part of data pre-processing (see Chapter 10) and is
strongly connected to the problem identification. It is important here to find out the most
relevant variables for a specific modeling task from a large set of available variables, which in
turn forms the data source for modeling. Along with some solid theoretical knowledge (if
available) on which variables are useful for the particular case, we suggest applying self-
organizing algorithms (see (Madala & Ivakhnenko, 1994; Mueller & Lemke, 2003) and
Chapters 8, 9 and 12), or at least correlation analysis with cross-validation, at this stage of
modeling to select all significant variables or classes of variables more objectively.

B. Method Selection

The answer to this question is also task dependent. However, it is object dependent as well.

It means that one and the same modeling task (prediction for example) may require different
modeling methods for different systems. Successful modeling requires adequateness between
object and model concerning their fuzziness, descriptive and predictive power. In other words,
a modeling method needs to reflect an object’s uncertainty appropriately. For example,
regression is a very good tool to predict almost certain processes like many technical systems.
However, one can hardly expect that regression models will do well on fuzzy processes that are
sometimes even contradictory with themselves. Common examples are financial markets
(Mueller & Lemke 2003).

There are several automated inductive modeling methods (Madala & lvakhnenko, 1994),
based on cybernetic principles of self-organization, which have been developed in recent
decades. On their basis many particular algorithms appropriate for specific modeling tasks and
work at different levels of objects’ uncertainty were designed. Some of them, directly related to
forecasting, will be discussed in Chapters 8, 9 and 12 when analyzing the specific problems.

C. Model Selection

The key fact here is that any model created by any method can only reflect a method-specific
and therefore also freedom-of-choice dependent subset of the true behavior of the system. This
is because any model can be created only for a section of the real-world’s infinity, and it is the
main reason why different models predict better at different times.

One solution to increase robustness and reliability of prediction is creating several different
models, first, using different modeling methods. Since it is impossible, however, to know in
advance which model will produce the best forecast for actual conditions, we suggest a
synthesis of all models by a hybrid solution. It can be expected that this collective solution

reflects reality more thorough than any single model can do over a period of time. Self-
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organization modeling, fast and powerful computer hardware platforms, and advanced software
technologies make this approach realistic today. Group Method of Data Handling (GMDH)
(Madala & Ivakhnenko, 1994) is its first real-life application.

Based on multiple application of self-organizing modeling (Madala & lvakhnenko, 1994;
Mueller & Lemke, 2003; Motzev, 2011), it is possible and also reasonable to extract reliable
knowledge from data more readily, more universal, and more robust that makes forecasting
something different from fortune-telling. Systems theory and practice have been showing that
predictive controlled systems are less disturbance-sensitive, more stable and have more
adaptive behavior than systems which work on historical and actual information only. In this
way, many extreme and often very costly situations can be avoided.

It should be noted that some researchers show a few limitations of the Cross-validation
approach. The most important is that it only yields meaningful results if the validation set and
training set are drawn from the same population. In many applications of predictive modeling,
the structure of the system being studied evolves over time. This can introduce systematic
differences between the training and validation sets. One example pointed out is that if a model
for predicting stock values is trained on data for a certain five-year period, it is unrealistic to
treat the subsequent five-year period as a draw from the same population.

This is true sometimes and was mentioned already in Chapter 1 as a feature common to
most forecasts. Forecasting techniques generally assume that the same underlying causal
system that existed in the past will persist into the future, which could be a very strong
restriction especially in long-term forecasting with time series data sets, when most elements
and relationships between them are dynamic and change. It is not a real problem if managers
stay alert to such occurrences and are ready to override forecasts, which assume a stable causal
system. In Chapters 9 and 12 we will also discuss how to improve the forecast in such a case
using dynamic coefficients.

It is more dangerous when cross-validation is misused. If it is misused and a true validation
study is subsequently performed, the prediction errors in the true validation are likely to be
much worse than would be expected based on the results of cross-validation. Here are some
examples of how cross-validation can be misused:

e By performing an initial analysis to identify the most informative features using the
entire data set — if feature selection or model tuning is required by the modeling
procedure, this must be repeated on every training set. If cross-validation is used to
decide which features to use, an inner cross-validation to carry out the feature

selection on every training set must be performed.
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e By allowing some of the training data to be also included in the test set — this can
happen due to "twinning" in the data set, whereby some exactly identical or nearly
identical samples are present in the dataset.

If carried out properly, and if both the validation and the training sets are from the same
population, cross-validation is nearly unbiased. In combination with the other fundamentals of
self-organizing modeling, similar procedures (like for example GMDH) have become one of
the most powerful tools in model building and forecasting. As mentioned above, important

applications will be discussed in Chapters 8, 9 and 12.

% ok ok
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SUMMARY AND CONCLUSIONS
Chapter 4 discusses some of the most important topics in forecasting — forecast error and

accuracy, as well as forecasting techniques evaluation and model selection.
o It is important that the degree of accuracy should be clearly stated in the
beginning of each particular forecasting process. This will enable users to plan for
possible errors and will provide a basis for comparing alternative forecasts.
o By default, the difference between the actual value and the forecast value for the
corresponding period is referred to as the forecast error.

o Mean Absolute Deviation (MAD) or Mean Absolute Error, is the average

absolute value of the differences between the actual value at period t and the forecast

for period T. It is most useful to measure the forecast error in the same units as the
original series, but it is not sensitive to extreme values — it weights errors linearly.

. Mean squared error (MSE) or Mean Squared Prediction Error (MSPE) provides
a penalty for large forecasting errors (it squares each). It is the average squared value of
the differences between the actual value and the forecast at period t.

o Mean Absolute Percentage Error (MAPE) puts errors in perspective. It is useful
when the size of the forecast variable is important in evaluating. It provides an indication
of how large the forecast errors are in comparison to the actual values.

. Mean Percentage Error (MPE) is useful when it is necessary to determine
whether a forecasting method is biased. If the forecast is unbiased MPE will produce a
value that is close to zero. Large negative values mean overestimating and large positive
values indicate that the method is consistently underestimating. A disadvantage of this
measure is that it is undefined whenever a single actual value is zero.

o A forecast bias occurs when there are consistent differences between actual
outcomes and previously generated forecasts of those quantities, i.e. forecasts may have
a general tendency to be too high or too low.

o The forecast skill or skill score — SS is a scaled representation of forecast error
that relates the forecast accuracy of a particular forecast model to some reference model.
A perfect forecast results in a forecast skill of one, a forecast with similar skill to the
reference forecast would have a skill of zero, and a forecast which is less skillful than
the reference forecast would have negative skill values.

o The tracking signal (TS) is a simple indicator that forecast bias is present in the

forecast model. It monitors any forecasts that have been made in comparison with the



Page 90 Mihail Motzev Business Forecasting  Ch. 3 Forecast Accuracy and Model Selection

actual values, and warns when there are unexpected departures of the outcomes from
the forecasts. One common form of tracking signal is the ratio of the cumulative sum of
forecast errors to the mean absolute deviation (MAD).

o The variety of measures of the forecast accuracy have different properties. They
could be summarised in the following major types of forecast-error metrics: absolute
errors (MAD and MSE); percentage-errors (MPE and MAPE) and relative-error metrics,
like SS.

o Cross-validation is a model validation technique for assessing how the results of
a statistical analysis will generalize to an independent data set. A model is usually a
given dataset of known data on which training is run (training dataset), and a dataset of
unknown data (or first seen data) against which the model is tested (testing dataset).

. To determine the value of a forecast we need to measure it against some baseline,
or minimally accurate reference forecast. Two of the most important factors used to
evaluate a forecast in the real life are the forecast cost and the forecast accuracy.
Additional factors include the availability of historical data, computers and relevant
software, time needed to gather and analyze the data, forecast horizon and others.

o General rules in measuring forecast accuracy: to measure a forecast’s usefulness
or reliability use MAD/MAE, MSE, MPE and TS; to compare the accuracy of two
different techniques — MAPE and SS; important points that need clarification as well, in
terms of the specific properties of the forecasting technique used are the validity of the
technique assumptions, significance of the model parameter estimations and so on; it is
also important if the forecasting technique is simple to use and easy to understand for
decision makers.

. Model selection is the task of selecting a good model from a list of candidate
models, generated from a given dataset.

o Goodness of fit describes how well the model fits a set of observations. Measures
of goodness of fit typically summarize the discrepancy between observed values and the
values expected under the model in question.

o Stepwise regression is one of the first and the most popular techniques for
regression models building in which the choice of predictive variables is carried out by
an automatic procedure. Usually, this takes the form of a sequence of F-tests or t-tests,
but other criteria could be used as well, such as adjusted R-square, AIC, BIC and others.



Mihail Motzev

(rotation estimation)
Exploratory Data Analysis (EDA) 80

Business Forecasting Ch. 3 Forecast Accuracy and Model Selection Page 91

o Cross-validation could address some issues with the stepwise regression, but
others still remain, like multicollinearity, when two or more predictor variables in the
model are highly correlated; autocorrelation, when there is correlation between values
of the process at different time points as a function of the time points or of the time lags,
and so on.

o The principle of self-organization states: When the model complexity gradually
increases, certain criteria, which are called selection criteria or objective functions and
which have the property of external agent pass through a minimum. Achievement of a
global minimum indicates the existence of a model of optimum complexity.

o External supplement, external complement, external agent, regularization and
cross-validation are synonyms expressing the same concept.

o If carried out properly, and if the validation set and training set are from the same
population, cross-validation is nearly unbiased. Combined with the other fundamentals
of self-organization such procedures are among the most powerful tools in model
building and forecasting. Very important applications will be discussed in Ch. 8, 9 and

12 accordingly.
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Bayesian information criterion (BIC) 81 Coefficient of Variation of the RMSE,
CV(RMSE) 73

Cross-validation Dynamic coefficients 89

76, 77, 81, 84, 86, 89
External supplement (complement),
External agent, Regularization 84, 85, 86

Forecast bias 69, 74 Forecast cost & accuracy 77
Forecast error 68 Forecast Skill (Skill Score — SS) 73
Goodness of fit 79 Group Method of Data Handling
(GMDH) 89
Hybrid approach in model building 87 InitialData Analysis (IDA) 80
Mean Absolute Deviation (MAD) Mean Absolute Percentage Error
Mean Absolute Error (MAE) 70 (MAPE) 70
Mean Absolute Scaled Error (MASE) 75, 76 Mean Forecast Error (MFE) 69
Mean Percentage Error (MPE) 71 Mean Squared Error (MSE) 71
Model selection 79 Multicollinearity, autocorrelation 83
Multi-stage (Multi-layered) Naive forecast 76

selection procedure 84
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Normalized Mean Squared Error (NMSE) 72 Normalized Root Mean Squared Error

(NRMSE) 72
Out-of-sample forecasting, external information,
external complement, rotation estimation 77 Overfitting 77
Persistence forecast 77 Precision 67
Root Mean Squared Error (RMSE) 72 Scientific method 79
Self-organization, Self-Organizing Significance level (@) 80
modeling 83
Statistical Hypothesis Test Stepwise Regression 82
(confirmatory data analysis) 80
Theil’s U-statistics 73 Tracking signal (TS) 74
Training, testing, validating dataset 77 Trueness 67

CHAPTER EXERCISES
Conceptual Questions:

1. What is the definition of forecast error? Explain.

2. Why do researchers split the dataset into training and testing datasets? What is the name

of this technique? Discuss.

3. How should one evaluate a forecast? What are the most important factors? Discuss and

illustrate with examples.

4. What are the pros and cons of stepwise regression? Discuss.

5. What are the fundamentals of self-organizing modeling? List and discuss at least three

of them.
Business Applications:

The manager of Sweet Onion Inc. ordered weather forecast for the next calendar year. The
report he received (file SweetOnion.xlsx) contains the results from three different forecasting
techniques. For each of them, the report provides computed values for MAD, MSE, MAPE, and
MPE, calculated on a testing dataset. The manager wants to evaluate forecast’s usefulness and
reliability and compare the accuracy of all three forecasts in order to select the ”best” of them:

e Isthere any biased forecast? What measure will identify it?

e How to determine if there is a forecasting technique, which produced to many
extreme values? (Hint: compare measures that weight errors in a different way).

e Compare the accuracy of all different techniques. What measure should be used?

e Summarize all findings and select the ’best” forecast. Explain your decision.

Write a short report (up to two pages) discussing your answers.
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INTEGRATIVE CASE

HEALTHY FOOD SYPPLY CHAIN & STORES
Part 3: Measuring Forecast Accuracy

In Chapter 1 we introduced Healthy Food Stores — a fast-growing retail food provider with
12 stores in a northwestern state. The company executives decided to study the effect that
company advertising dollars have on sales. They hoped that examining collected historical data
would reveal relationships that would help determine future advertising expenditures and
predict monthly sales volumes for the upcoming quarter.

After identifying basic parameters, along with input (independent) and output (dependent)
variables of the forecasting scenario in Part 2, the research team determined the main elements
of the forecasting process:

e Forecasting horizon of up to twelve months;

e Quarterly forecast updates, since accuracy decreases as time horizon increases, and
sufficient time is needed to implement possible changes;

e Development of different models based on data patterns, if any, and evaluation of
their accuracy in order to select the most appropriate one;

e Selection of the best forecasting model with no more than 5% forecasting error.

Since historical data had already been collected, the research team decided to develop
different models and to evaluate their accuracy in order to select the most appropriate and
accurate one to be used in computing future sales volumes.

The research team knew that in order to determine the value of each potential forecast they
needed to measure each one against a baseline (i.e. minimally accurate) reference forecast. They

decided to use as a baseline the one-step naive forecast (which uses the actual value from the
prior period as the forecast, i.e. Ft = Y1) and to compute as a basis the most common measures

of accuracy MFE, MAD, MAPE, MPE, MSE and CV(RMSE).
Case Questions
1. Open the file Data.xlsx from Part 1 and develop formulas to produce a one-step naive
forecast for the whole possible period. Considering the use of cross-validation technique
what are the two data sets, i.e. how would you advise to split the existing data sample —
which one should be the training dataset and which one the testing dataset? Explain.
2. Prepare formulas to compute MFE, MAD, MAPE, MPE, MSE and CV(RMSE),
calculated:
a) For the whole dataset;
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b) For the testing dataset only.
3. Analyze the results:
e Is the forecast biased? What measure will identify it?
e Are there too many extreme values? What measures should be used to determine
this? (Hint: compare measures that weight errors in a different way).
e How ”good” is the relative accuracy of the naive forecast? What measure will
identify this?
4. What overall recommendations would you make to the research team? Explain why.
5. Write a short report (about two pages not counting charts and tables) on the questions
above, discussing all important findings and draw relevant conclusions about this part

of the Integrative Case.
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CHAPTER 4. FORECASTING METHODS AND APPROACHES TO FORECASTS

4.1. Summary of Forecasting Methods

Theory provides many sources of information about a variety of forecasting methods. One
attempt to summarize all of them and prepare a methodology tree for forecasting is presented
in Fig.4-1. Though it contains the most important methods, there are several missing links
representing some of the most recent developments of intelligent techniques, like Deep
Statistical Learning, Self-Organizing Data Mining, and Predictive Analytics (discussed in
Chapters 10, 11 and 12). There are also other questionable points like whether Artificial Neural
Networks are only used in Univariate techniques, etc.

As mentioned earlier in Chapter 3, hybrid techniques based on Self-Organization principles
have been developed during the last few decades. One successful and world-wide recognized
method (lvakhnenko, 1966) is the Group Method of Data Handling (GMDH). It provides
many types of algorithms (see Table 4.1), which solve most typical problems in the area of
prediction modeling (see Farlow, 1984; Madala & lvakhnenko, 1994; Mueller & Lemke 2003;
Motzev, 2018). Important applications of GMDH in forecasting are discussed in Chapters 7, 8,

9 and 12.
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There are two general approaches to forecasting: qualitative and quantitative. Qualitative
(sometimes referrred to as Intuitive or Subjective) methods consist mainly of subjective inputs
(usually opinion and judgment of experts), which sometimes defy precise numerical
description. They are appropriate when historical data are not available and are usually applied
to intermediate- or long-range decisions. Examples of qualitative forecasting methods like the
Delphi method, Executive and Sales-force Opinions, Forecast by analogy and Reference class
forecasting, Scenario Writing, and others are discussed in the next Section of the book.

Quantitative methods involve either the projection of historical data (extrapolation) or the
development of associative models that attempt to utilize causal (explanatory) variables to make
a forecast. These methods are usually applied to short- or intermediate-range decisions.
Examples of quantitative forecasting methods like Times Series Analysis, Autoregressive
Models, and Regression Models will be discussed in Chapters 5, 6, 7, 8 and 9.

Qualitative techniques permit inclusion of soft information (e.g., human factors, personal
opinions, hunches) in the forecasting process. These factors are sometimes omitted or
downplayed when quantitative techniques are used because they are difficult or impossible to
quantify. Quantitative techniques consist mainly of analyzing objective (hard) data. They
usually avoid personal biases that sometimes contaminate qualitative methods. In practice,
either or both approaches might be used to develop a forecast.

Recently developed hybrid techniques provide solutions in both directions — qualitative
(non-parametric) and quantitative (parametric). The following Table 4.1 summarized the most
important GMDH algorithms developed so far. Some important applications, as mentioned

above, will be discussed in Chapters 8, 9 and 12 in parallel with the traditional techniques.
Table 4.1 Basic GMDH algorithms?
GMDH algorithms

Variables Parametric Non-parametric

- Combinatorial (COMBI)
- Multilayered Iterative (MIA)
- Objective System Analysis (OSA)

- Objective Computer
Clusterization (OCC);

Continuous : - "Pointing Finger" (PF)
- Harmonical clusterization algorithm;
- Two-level (ARIMAD) Anal o 9 AR
- Multiplicative-Additive (MAA) | - AAnalogues Complexing (AC)
Discrete or _ _ o - Alg_orithm on the base of o
binary - Harmonical Rediscretization Multilayered Theory of Statistical

Decisions (MTSD)

1 Source: http://www.gmdh.net/GMDH_alg.htm
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There is a rich history of forecasting based on subjective and judgmental methods, some of
which remain useful even today. These methods are probably most appropriately used when the
forecaster is faced with a severe shortage of historical data and/or when quantitative expertise
is not available. Sometimes, even nowadays, a judgmental method may even be preferred to a
quantitative one. Very long-range forecasting or new product development are typical examples
of such a situation. Another reason is that the complicated nature of some quantitative
techniques requires specific knowledge, which unfortunately many managers do not have. Last
but not least, very often the so called analysts, or forecasters, prefer (for some private reasons)
to present the sophisticated methods as impossible to understand, rather than explain them and
teach users how and when to apply each one.

In fact, as the research (Makridakis, 1986) has shown, when historical data is available, the
judgmental modification of the forecasts produced by analytical methods reduces the accuracy
of the forecasts. This finding may be attributed to some bias on the part of the forecaster,
possibly because of a tendency to be overly optimistic or to underestimate future uncertainty. It
has also been shown that using a judgment component in the forecasting process increases the
forecasting cost. In spite of this, executives frequently consider their own judgment superior to
other methods of predicting the future. Makridakis (1986, p. 63) states, "People prefer making
forecasts judgmentally. They believe that their knowledge of the product, market, and
customers as well as their insight and inside information gives them a unique ability to forecast
judgmentally”.

As we have already mentioned, it is our understanding that users should go through an
evolutionary progression in adopting new forecasting techniques. Experience shows that a
simple forecasting method, which is well understood, will be better implemented than one with
all-inclusive features but unclear in certain facets. For this reason, the textbook is discussing a
large variety of techniques, including some naive and very simple ones, which every user should
know and understand. Next section describes several subjective forecasting methods and in

Chapter 6 a few more simple methods are reviewed.

4.2. Subjective (Intuitive) Methods

There are some situations when forecasters should rely solely on judgment and opinion to
develop a forecast. If management must have it quickly, there may not be enough time to collect
and analyze quantitative data. At other times, especially when political and/or economic
conditions are changing, available data may be obsolete and more up-to-date information might

not yet be available. Similarly, the introduction of new products and the redesign of existing
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products or packaging, suffer from the absence of historical data that would be useful in
forecasting. In such instances, forecasts are based on executive opinions, consumer surveys,
opinions of the sales staff, and opinions of experts. Sometimes, these sources provide insights
that are not otherwise available. It is worth noting, however, that with the development of new
intelligent techniques, and in particular the knowledge discovery from data (discussed in

Chapter 11), the number of such cases declines.

A. Delphi method

Sometimes, a manager may solicit opinions from a number of other managers and staff.
Occasionally, outside experts are needed to help with a forecast. Advice may be needed on
political or economic conditions in the United States or a foreign country, or some other aspect
of importance with which an organization is not familiar.

The Delphi method is a systematic, interactive forecasting technique which relies on a panel
of experts. The experts answer questionnaires in two or more rounds. After each round, a
facilitator provides an anonymous summary of the experts’ forecasts from the previous round
as well as the reasons they provided for their judgments. Thus, experts are encouraged to revise
their earlier answers in light of the replies of other members of their panel. It is believed that
during this process the range of the answers will decrease, and the group will converge towards
the "correct” answer. Finally, the process is stopped after a pre-defined stop criterion (e.g. a
number of rounds, achievement of consensus, or stability of results) and the mean or median
scores of the final rounds determine the results.

Delphi is based on the principle that forecasts from a structured group of experts are more
accurate than those from unstructured groups or individuals, i.e. its main assumption is that
group judgments are more valid than individual judgments. The name "Delphi” derives from
the Oracle of Delphi. The authors of the method were not happy with this name, because it
implies "something oracular, something smacking a little of the occult”. It was developed at the
beginning of the Cold War to forecast the impact of technology on warfare. In 1944, General
Henry H. Arnold ordered the creation of the report for the U.S. Army Air Corps on the future
technological capabilities that might be used by the military.

Different approaches were tried, but the shortcomings of traditional forecasting methods,
such as theoretical approach, quantitative models, or trend extrapolation, in areas where precise
scientific laws have not been established yet, quickly became apparent. To combat these
shortcomings, the Delphi method was developed by Project RAND during the 1950-1960s by
Helmer, Dalkey and Rescher (1998). Experts were asked to give their opinion on the
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probability, frequency, and intensity of possible enemy attacks. Other experts could
anonymously give feedback. This process was repeated several times until a consensus emerged
(see Fig.4-2).

The following key characteristics of the Delphi method help the participants to focus on the
issues at hand and separate Delphi from other methodologies:

Anonymity of the participants — usually all participants maintain anonymity. Their identity
IS not revealed even after the completion of the final report. This prevents the authority,
personality, or reputation of some participants from dominating others in the process. Arguably,
it also frees participants (to some extent) from their personal biases, minimizes the "bandwagon
effect” or "halo effect”, allows free expression of opinions, encourages open critique, and
facilitates admission of errors when revising earlier judgments.

Structuring of information flow — the initial contributions from the experts are collected in
the form of answers to questionnaires and their comments to these answers. The panel director
controls the interactions among the participants by processing the information and filtering out
irrelevant content. This avoids the negative effects of face-to-face panel discussions and solves
the usual problems of group dynamics.

Regular feedback — participants comment on their own forecasts, the responses of others
and on the progress of the panel as a whole. At any moment they can revise their earlier
statements. While in regular group meetings participants tend to stick to previously stated
opinions and often conform too much to the group leader, the Delphi method prevents this.

Role of the facilitator — the person coordinating the Delphi method is usually known as a

facilitator or leader, and facilitates the responses of their panel of experts, who are selected

PANEL EWALUATIONS Definition of iterns,

Py intaraction structure,

evaluation scales, ate,
round 1

Monitoring and
] feedback

{

PANEL E¥ALUATIONS

s
roundn ————— |5 Report

Fig.4-2 The Delphi Method communication structure?

2 Source: http://fen.wikipedia.org/wiki/Delphi_method



http://en.wikipedia.org/wiki/Delphi_method

Page 102 Mihail Motzev Business Forecasting Ch.4 Forecasting Methods

for a reason, usually that they hold knowledge on an opinion or view. The facilitator sends out
questionnaires, surveys, etc. and if the panel of experts accepts, they follow instructions and
present their views. Responses are collected and analyzed, then common and conflicting
viewpoints are identified. If consensus is not reached, the process continues through thesis and
antithesis, to gradually work towards synthesis, and building consensus.

The Delphi method can be summarized by the following six steps:

1. Participating panel members are selected.

2. Questionnaires asking for opinions about the variables to be forecasted are distributed

to panel members.

3. Results from panel members are collected, tabulated, and summarized.

4. Summary results are distributed to panel members for their review and consideration.

5. Panel members revise their individual estimates, taking account of the information

received from the other, unknown panel members.

6. Steps 3 through 5 are repeated until no significant changes result.

Through this process, there is usually movement toward centrality, but there is no pressure
on panel members to alter their original projections. Members, who have strong reason to
believe that their original response is correct, no matter how widely it differs from others, can
freely stay with it. Thus, in the end, there may not be a consensus.

A number of Delphi forecasts are conducted using websites that allow the process to be
conducted in real-time (Fig.4-3). Some innovations came from the use of computer-based and
web-based Delphi conferences. According to Turoff & Hiltz (1996) in computer-based Delphis:

e the iteration structure used in the paper Delphis, which is divided into three or more
discrete rounds, can be replaced by a process of “round-less” continuous interaction,
enabling panelists to change their evaluations at any time;

e the statistical group response can be updated in real-time, and shown whenever a
panelist provides a new evaluation.

Since the 1970s, the use of the Delphi technique in public policymaking has introduced a
number of methodological innovations. In particular:

o the need to examine several types of items (not only forecasting items but, typically,
issue items, goal items, and option items) leads to introducing different evaluation
scales which are not used in the standard Delphi. These often include desirability,
feasibility (technical and political) and probability, which the analysts can use to
outline different scenarios: the desired scenario (from desirability), the potential
scenario (from feasibility) and the expected scenario (from probability);
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o the complexity of the issues posed in public policy-making makes participants give
more importance to the arguments supporting the evaluations of the panelists, so
they are often invited to list arguments for and against each option item, and
sometimes they are given the possibility to suggest new items to be submitted to the
panel;

e for the same reason, the scaling methods, which are used to measure panel
evaluations, often include more sophisticated approaches such as multi-dimensional
scaling.

The first applications of the Delphi method were in the field of science and technology
forecasting. Later the method was applied in other areas, especially those related to public
policy issues, such as economic trends, health, and education. It was also applied successfully
and with high accuracy in business forecasting. For example, in one case reported by Basu and
Schroeder®, the Delphi method predicted the sales of a new product during the first two years
with an inaccuracy of 3-4% compared with actual sales. Quantitative methods produced errors
of 10-15%, and traditional unstructured forecast methods had errors of about 20%.

Overall, the track record of the Delphi method is mixed. There have been many cases when
the method produced poor results. Still, some authors attribute this to poor application of the

method and not to the weaknesses of the method itself. It must also be realized that in areas

3 Basu, Sh. & Schroeder, R. (1977, May). Incorporating Judgments in Sales Forecasts: Application of the Delphi
Method at American Hoist & Derrick, Interfaces, 7(3), 18-27.



Page 104 Mihail Motzev Business Forecasting Ch.4 Forecasting Methods

such as science and technology forecasting the degree of uncertainty is so great that exact and
correct predictions are impossible, and a high degree of error is to be expected.

Another weakness of the Delphi method is that future developments are not always
predicted correctly by a consensus of experts. First, the issue of ignorance is important. If
panelists are misinformed about a topic, the use of Delphi may only add confidence to their
ignorance. Second, sometimes unconventional thinking of amateur outsiders may be superior
to expert thinking.

One of the initial problems of the method was its inability to make complex forecasts with
multiple factors. Potential future outcomes were usually considered as if they had no effect on
each other. Later on, several extensions to the Delphi method were developed to address this
problem, such as cross impact analysis, which takes into consideration the possibility that the
occurrence of one event may change probabilities of other events covered in the survey. Still,
the Delphi method can be used most successfully in forecasting single scalar indicators.

Despite these shortcomings, today the Delphi method is a widely accepted forecasting tool
and has been used successfully for thousands of studies in areas varying from technology
forecasting to drug abuse. The advantage of the Delphi method is that noted experts can be
asked to carefully consider the subject of interest and to reply thoughtfully to the viewpoints of
others without the interference of group dynamics. The result, if the process is handled

carefully, may be a good consensus of the future along with several alternative scenarios.

B. Prediction Markets

The Delphi method is similar to another structured forecasting approach, the prediction
markets. Prediction markets (also known as predictive markets, information markets, decision
markets, idea futures, event derivatives, or virtual markets) are speculative markets created for
the purpose of making predictions. The current market prices can then be interpreted as
predictions of the probability of the event or the expected value of the parameter. For example,
a prediction market security might reward a dollar if a particular candidate is elected, such that
an individual who thinks the candidate had a 70% chance of being elected should be willing to
pay up to 70 cents for such a security.

People who buy low and sell high are rewarded for improving the market prediction, while
those who buy high and sell low are punished for degrading the market prediction. Evidence so
far suggests that prediction markets are at least as accurate as other institutions predicting the

same events with a similar pool of participants.
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Delphi has characteristics similar to prediction markets as both are structured approaches
that affect aggregate diverse opinions from groups. Yet, there are differences that may be
decisive for their relative applicability for different problems (Green et al., 2007).

Some advantages of prediction markets derive from the possibility of providing incentives
for participation:

e They can motivate people to participate over a long period of time and to reveal their
true beliefs.

e They aggregate information automatically and instantly incorporate new
information into the forecast.

e Participants do not have to be selected and recruited manually by a facilitator. They
themselves decide whether to participate if they think their private information is
not yet incorporated in the forecast.

Delphi seems to have the following advantages over prediction markets:

e Participants reveal their reasoning.

e |tis easier to maintain confidentiality.

e Potentially quicker forecasts if experts are readily available.

C. Executive Opinions

The judgments of experts in any area are a valuable resource. Based on years of experience,
such judgments can be useful in the forecasting process. Using the method known as the jury
of executive opinion, a forecast is developed by combining the subjective opinions of the
managers and executives who are most likely to have the best insights about the firm’s business.
To provide a breadth of opinions, it is useful to select these people from different functional
areas. For example, personnel from finance, marketing, and production might be included.

The person responsible for making the forecast may collect opinions in individual
interviews or in a meeting where the participants have an opportunity to discuss various points
of view. The latter has some obvious advantages such as stimulating deeper insights, but it has
some important disadvantages as well. For example, if one or more strong personalities
dominate the group, their opinions will become disproportionately weighted in the final
consensus that is reached.

A small group of upper-level managers (e.g., in marketing, operations, and finance) may
meet and collectively develop a forecast. This approach is often used as a part of long-range
planning and new product development. It has the advantage of bringing together the

considerable knowledge and talents of various managers. However, there is a risk that the view
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of one person will prevail, and the possibility that diffusing responsibility for the forecast over
the entire group may result in less pressure to produce a good forecast.

It is worth noting that the Delphi method is similar to the jury of executive opinion in taking
advantage of the wisdom and insight of people who have considerable expertise in the area to
be forecast. It has the additional advantage, however, of anonymity among the participants. The
experts, perhaps five to seven in number, never meet to discuss their views and what is more,
none of them even knows who else is on the panel.

The Delphi method may be superior to the jury of executive opinion since strong
personalities or peer pressures have no influence on the outcome. As mentioned above, the
processes of sending out questionnaires, getting them back, tabulating, and summarizing can be

expedited by using advanced computer capabilities, including networking and e-mails.*

D. Sales-force Opinion (composite)

The sales force can be a rich source of information about future trends and changes in buyer
behavior. These people have daily contact with buyers and are the closest contact most firms
have with their customers. If the information available from the sales force is organized and
collected in an objective manner, considerable insight into future sales can be obtained.

Members of the sales force are asked to estimate sales for each product they handle. These
estimates are usually based on each individual’s subjective “feel” for the level of sales that
would be reasonable in the forecast period. Often a range of forecasts will be requested,
including a most optimistic, a most pessimistic, and a most likely forecast. Typically, these
individual projections are aggregated by the sales manager for a given product line and/or
geographic area. Ultimately the person responsible for the firm’s total sales forecast combines
the product-line and/or geographic forecasts to arrive at projections that become the basis for a
given planning horizon.

While this process takes advantage of information from sources very close to actual buyers,
a major problem with the resulting forecast may arise if members of the sales force tend to
underestimate sales for their product lines and/or territories. This behavior is particularly likely
when the salespeople are assigned quotas on the basis of their forecasts and when bonuses are
based on performance relative to those quotas. Such a downward bias can be very harmful to
the firm. Scheduled production runs are shorter than they should be, raw-material inventories

are too small, labor requirements are underestimated, and in the end, customer will is generated

4 See, for example, Husbands, B. S. (1982, Summer). Electronic Mail System Enhances Delphi Method. Journal
of Business Forecasting I, 4, 24-27.
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by product shortages. The sales manager with ultimate forecasting responsibility can offset this
downward bias, but only by making judgments that could, in turn, incorporate other bias into
the forecast Robin Peterson has developed a way of improving sales-force composite forecasts
by using a prescribed set of learned routines as a guide for salespeople as they develop their
forecasts.®

Members of the sales (or the customer service) staff are often good sources of information
because of their direct contact with consumers. They are often aware of customers’ plans for
the future. There are, however, several drawbacks to using sales force opinions. One is that staff
members may be unable to distinguish between what customers would like to do and what they
actually will do. Another is that these people are sometimes overly influenced by recent
experiences. Thus, after several periods of low sales, their estimates may tend to become
pessimistic, or after periods of good sales, they may tend to be too optimistic. In addition, if
forecasts are used to establish sales quotas, there will be a conflict of interest because it is to the

salesperson’s advantage to provide low sales estimates.

E. Surveys of Customers and the General Population

In some situations, it may be practical to survey customers for more information about their
buying intentions. This practice presumes that buyers plan their purchases and follow through
with their plans. Such an assumption is probably more realistic for industrial sales than for sales
to households and individuals. It is also more realistic for big-ticket items such as cars or
personal computers than for convenience goods like toothpaste or tennis balls.

Survey data concerning how people feel about the economy are sometimes used by
forecasters to help predict certain buying behaviors. One of the commonly used measures of
how people feel about the economy comes from a monthly survey conducted by the University
of Michigan Survey Research Center. The Center produces an Index of Consumer Sentiment
(ICS) based on a survey of 500 individuals, 40 percent of whom are respondents who
participated in the survey six months earlier and the remaining 60 percent are new respondents
selected on a random basis. This index has its base period in 1966 when the index was 100.
High values of the ICS indicate more positive feelings about the economy than do lower values.
Thus, if the ICS goes up, one might expect that people are more likely to make certain types of

purchases.

5 See: Peterson, R. T. (1993). Improving Sales Force Composite: Forecasting by Using Scripts. Journal of
Business Forecasting, Fall, 10-14



Page 108 Mihail Motzev Business Forecasting Ch.4 Forecasting Methods

Because it is the consumers who ultimately determine demand, it seems natural to solicit
input from them. In some instances, every customer or potential customer can be contacted.
However, usually there are too many customers or there is no way to identify all potential
customers. Therefore, organizations seeking consumer input usually resort to consumer
surveys, which enable them to sample consumer opinions. The obvious advantage of consumer
surveys is that they can tap information that might not be available elsewhere. On the other
hand, a considerable amount of knowledge and skill is required to construct a survey, administer
it, and correctly interpret the results for valid information.

Surveys can be expensive and time-consuming. In addition, even under the best conditions,
surveys of the general public must contend with the possibility of irrational behavior patterns.
For example, much of the consumer’s thoughtful information gathering before purchasing a
new car is often undermined by the glitter of a new car showroom or a high-pressure sales pitch.
Along the same lines, low response rates to a mail survey could make
the results suspect. If these and similar pitfalls can be avoided, surveys

can produce useful information.

F. Scenario Writing

Scenario writing involves defining the particulars of an uncertain .
future by writing a "script” for the environment of an organization over many years in the future.
New technology, population shifts, and changing consumer demands are among the factors that are
considered and woven into this speculation to provoke the thinking of top management.

A most likely scenario is usually written along with one or more less likely, but possible,
scenarios. By considering the posture of the company for each of these possible future
environments, top management is in a better position to react to actual business environment
changes as they occur and to recognize the long-range implications of subtle changes that might
otherwise go unnoticed. In this way, the organization is in a better position to maintain its long-term
profitability rather than concentrate on short-term profits and ignore the changing technological
environment in which it operates.

The scenario-writing process is often followed by a discussion phase, sometimes by a group
other than the one that developed the scenarios. Discussion among the groups can then be used to
defend and modify viewpoints so that a solid consensus and alternative scenarios are developed.
For example, scenarios might be developed by a company's planning staff and then discussed by
the top management team. Even if none of the scenarios are subsequently proven to be totally true,
this process encourages the long-range thinking of the top management team and better prepares it

to recognize and react to important environmental changes.
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Example : A company that manufactures industrial telephone and television cables decides
to conduct a scenario-writing exercise prior to its annual weekend retreat. Each member of the
retreat group is asked to write three scenarios that might face the company 5 years from now: a
worst-case, a most likely, and a best-case scenario. After these writing assignments are
completed, and just before the weekend retreat, the president, and his senior vice president
summarized the contributions into the following three scenarios on which they intend to focus
the group's discussion during the two-day retreat:

1. Internet usage continues to grow rapidly but slowly moves away from cable in favor of
satellite access. Even telephone service relies increasingly on noncable means, as does home
television reception. The company sees its sales and profits on a non-ending decline and will
soon be out of business.

2. Internet and home television service continues to grow rapidly and is provided by several
sources. Satellite service is widely used, but buried cables continue to be an integral part of
high-tech service, especially in large cities, both in private housing and industrial applications.
The company's leadership in cable development and deployment results in increased sales and
profits.

3. Due to technical problems and security issues, satellite usage for the Internet and
television service declines until it is used primarily in rural areas. Cable service grows rapidly
in both residential and industrial applications, and the company prospers as its well-positioned
products and industry leadership result in industry dominance.

The company president and senior vice president intend to have extensive discussions on
each of these three scenarios. They want to have long-range strategies developed that will
accommodate all future possibilities and believe that focusing on these three cases will energize

both themselves and their management team.

G. Forecast by Analogy and Reference Class Forecasting

Forecast by analogy is a forecasting method that assumes that two different kinds of
phenomena share the same model of behaviour. For example, one way to predict the sales of a
new product is to choose an existing product which "looks like" the new product in terms of the
expected demand pattern for sales of the product. "Used with care, an analogy is a form of
scientific model that can be used to analyze and explain the behavior of other phenomena."®

Reference class forecasting, or comparison class forecasting, is another method of

predicting the future, through looking at similar past situations and their outcomes.

6 Morlidge, S., & Player, S. (2010). Future Ready: How to Master Business Forecasting. Wiley&Sons, p. 287.
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Reference class forecasting predicts the outcome of a planned action based on actual
outcomes in a reference class of similar actions to that being forecasted.

Kahneman and Tversky (1979) found that human judgment is generally optimistic due to
overconfidence and insufficient consideration of distributional information about outcomes.
Therefore, people tend to underestimate the costs, completion times, and risks of planned
actions, whereas they tend to overestimate the benefits of those same actions. Such error is
caused by actors taking an "inside view," where the focus is on the constituents of the specific
planned action instead of on the actual outcomes of similar ventures that have already been
completed.

Kahneman and Tversky (1979) concluded that disregard of distributional information is
perhaps the major source of error in forecasting. On that basis, they recommended that
forecasters "should, therefore, make every effort to frame the forecasting problem so as to
facilitate the utilization of all the distributional information that is available”. (p. 316).

Using distributional information from previous ventures similar to the one being forecast is
called taking an "outside view". Reference class forecasting is a method for taking an outside
view on planned actions.

Reference class forecasting for a specific project involves the following three steps:

a) Identify a reference class of past, similar projects.

b) Establish a probability distribution for the selected reference class for the parameter
that is being forecasted.

c) Compare the specific project with the reference class distribution, in order to
establish the most likely outcome for the specific project.

The first instance of reference class forecasting in practice was a forecast carried out in 2004
by the UK government of the projected capital costs for an extension of Edinburgh Trams.’

Advantages and Disadvantages of Subjective Methods

Subjective (i.e., qualitative or judgmental) forecasting methods are sometimes considered
desirable because they do not require any particular mathematical background of the individuals
involved. As future business professionals become better trained in quantitative forms of
analysis, this advantage will become less important.

Historically, another advantage of subjective methods has been their wide acceptance by
users. However, our experience suggests that users are increasingly concerned with how the

forecast was developed, and with the most subjective methods it is difficult to be specific in this

7 See "Council to borrow £231m for Edinburgh trams project”. BBC News (BBC), 19 August 2011.
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regard. The underlying models are, by definition, subjective. This subjectivity is nonetheless
the most important advantage of this class of methods. There are often forces at work that cannot
be captured by quantitative methods. They can, however, be sensed by experienced business
professionals and can make an important contribution to improved forecasts. Wilson and
Allison-Koerber have shown this dramatically in the context of forecasting sales for a large
piece of food-service equipment produced by the Delfield Company®. Quantitative methods
reduced errors to about 60 percent of those that resulted from the subjective method that had
been in use. When the less accurate subjective method was combined with the quantitative
methods, errors were further reduced to about 40 percent of the level when the subjective
method was used alone. It is clear from this result, and others, that there is often important
information content in subjective methods.

The disadvantages of subjective methods were nicely summarized by Charles W. Chase, Jr.,
when he was with Johnson & Johnson Consumer Products, Inc. He stated that “the
disadvantages of qualitative methods are: (1) they are almost always biased; (2) they are not
consistently accurate over time; (3) it takes years of experience for someone to learn how to

convert intuitive judgment into good forecasts.”®

4.3. Quantitative Methods
Quantitative (also known as mathematical, statistical) techniques using the power of the
computer have come to dominate the forecasting landscape. There are three major groups,

which will be discussed in detail in the following chapters of the textbook.

A. Time Series methods

A time series is a sequence of data points, measured typically at successive points in time
spaced at uniform time intervals. Example of time series are the daily closing values of the Dow
Jones Industrial Average. Time series analysis comprises methods for analyzing time series
data in order to extract meaningful statistics and other characteristics of the data. Time series
forecasting is the use of a model to predict future values based on previously observed data.
The most common methods are: Naive and Visual forecasts; Moving average & Weighted
moving average; Exponential smoothing; Trend estimation; Growth curve and others. Basic

techniques are discussed in Chapter 5 and more advanced methods in Chapter 7.

8 See: Wilson, J. & Keating, B. (1998). Business Forecasting. Irwin McGraw-Hill, p. 405.
9 See: Chase, C. W. Jr. (1991, Spring). Forecasting Consumer Products. Journal of Business Forecasting, p. 4.
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B. Causal/Econometric methods

Some forecasting methods try to identify the underlying factors that might influence the
variable that is being forecast. For example, including information about climate patterns might
improve the ability of a model to predict umbrella sales. These methods often take account of
regular seasonal variations as well. In addition to climate, such variations can also be due to
holidays and customs: for example, one might predict that sales of college football apparel will
be higher during the football season than during the offseason.

All of the above mentioned methods use the assumption that it is possible to identify the
underlying factors that might influence the variable that is being forecasted. If the causes are
understood, projections of the influencing variables can be made and used in the forecast.

In general, the causal methods include the following groups:

e Regression analysis includes a large group of methods for predicting future values of a
variable using information about other variables. These methods include both
parametric (linear or non-linear) and non-parametric techniques and are discussed in
Chapters 6 and 9.

e Autoregressive models, autoregressive integrated moving average (ARIMA), also
known as Box-Jenkins, and Autoregressive moving average with exogenous inputs
(ARMAX). These techniques are discussed in Chapter 8.

e Econometrics models, incl. single functions and systems of equations are discussed in
Chapter 9.

C. Artificial Intelligence methods and Data Mining

Artificial Intelligence (Al) is the “intelligence” exhibited by machines or software. The
central problems (or goals) of Al research include reasoning, knowledge, planning, learning,
natural language processing (communication), perception and the ability to move and
manipulate objects. Currently, popular approaches include statistical methods, computational
intelligence and traditional symbolic Al. There are a large number of tools used in Al, including
versions of search and mathematical optimization, logic, methods based on probability and
economics, and many others. The Al field is interdisciplinary, in which a number of sciences
and professions converge, including computer science, psychology, linguistics, philosophy, and
neuroscience.

Machine learning is a subfield of computer science and artificial intelligence that deals
with the construction and study of systems that can learn from data, rather than follow only

explicitly programmed instructions.
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Data mining (the analysis step in Knowledge Discovery in Databases process, or KDD
(Fayyad et al., 1996), is also an interdisciplinary subfield of computer science and artificial
intelligence. Nowadays, it is a common understanding that Machine Learning, Data Mining,
and Pattern Recognition®? are conflated. In fact, Data Mining is the computational process of
discovering patterns in large data sets involving methods at the intersection of artificial
intelligence, machine learning, statistics, and database systems. The overall goal of the Data
Mining process is to extract information from a data set and transform it into an understandable
structure (model) for further use (see Fig.4-4).

The major groups of techniques that are found in most comprehensive Data mining tools
are decision trees, neural networks and clustering. They are discussed in detail in Chapters 10
and 11. Special attention will be given to the hybrid approach Group Method of Data Handling
(GMDH), which comprises genetic algorithms, multi-stage (or multi-layered) selection
procedures and other principles of self-organization. Its real-life applications are discussed in

Chapters 8, 9 and 12 accordingly.

| X1 | X2 | X3 X4 | X5 |
N65-565_Reflectivity NG5-565_Aerosol |  SunspotNumbers | N65-565_Ozone | GMT (Anomalies [*C]
27.8 31 97.9 2932 0.019
27.6 34 122.7 2894 -0.076
284 32 [ 166.6 | 292 -0.029
29.2 2.9 137.5 296.6 -0.105
DATA

NS/

Model
Self-organization

MODEL
Implicit Format Explicit Format
X4(t) = 6.45256222 - 2.27223211211 + 288.876 X4(t) = 9.523982X1(t-2) - 20.3128X1(t-6) -
z11 = 0.254214X1(t-18) - 6.91295 - 21.86821X1(t-12) + 7.986322X1(t-18) +
222 = 0.624341211 + 0.535722212 + 9.577839X1(t-22) - 0.3884087X1(t-2)X1(t-22) +
211 = -5.04215X1(t-6) - 5.42824X1(t-12) + + 0.7474313X1(t-6)X1(t-12) - 0.146843X1(t-18)A2 +
+ 0.185531X1(0-6)X1(t-12) + 147.813 + 5433255

212 = 2.75516X1(t-2) + 2.77074X1(t-22) -
- 0.112361X1(t-2)X1{t-22) - 67.2423

OBTAINED MODEL EQUATION

Self-organization of optimal complex models from data in /nsights along with analytical descriptions in implicit and explicit format.
Fig.4-4 Example of Data mining platform for model building
(Source: http://knowledgeminer.eu/about.html)

kK%

10 pattern recognition is nearly synonymous with machine learning (Bishop, 2006, p. vii). This branch of Al
focuses on the recognition of patterns and regularities in data.
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SUMMARY AND CONCLUSIONS

Chapter 4 discusses the types of forecasting. Today, there is a large variety of methods used

in Business Forecasting which we can summarize in a few major categories:

Judgmental methods

As discussed above, judgmental forecasting methods incorporate intuitive judgments,

opinions and subjective probability estimates.

Surveys

Delphi method

Scenario building

Executive and Sales-force opinions

Forecast by analogy etc.

Time Series methods

Time series methods use historical data as the basis of estimating future outcomes.

Naive and Visual forecasts
Moving average

weighted moving average
Exponential smoothing
Extrapolation

Linear prediction

Trend estimation

Growth curve etc.

Causal/Econometric methods

Some forecasting methods use the assumption that it is possible to identify the underlying

factors that might influence the variable that is being forecast. For example, sales of umbrellas

might be associated with weather conditions. If the causes are understood, projections of the

influencing variables can be made and used in the forecast.

Regression analysis using linear regression or non-linear regression
Autoregressive moving average (ARMA)
Autoregressive integrated moving average (ARIMA) e.g. Box-Jenkins

Econometrics models (systems of equations).

Data Mining methods

Artificial neural networks
Support vector machines
Genetic Algorithms
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e Group method of data handling (GMDH)

This textbook presents the traditional, state-of-the-art methods, but the real emphasis is on

the new, advanced methods, such as Data Mining techniques, which will be discussed in detail.

KEY TERMS

Artificial intelligence (Al) 112
Associative models 98
Causal / Econometric methods 112
Delphi method 100
Executive Opinions 105
Extrapolation 98
Forecast by analogy, Reference class forecasting 109
Hybrid techniques, Group Method of Data Handling (GMDH) 98, 111
Machine learning, Data Mining, Pattern Recognition 113
Prediction markets (information markets, decision markets, etc). 104
Qualitative (Intuitive or Subjective) methods 98, 99
Quantitative methods 98
Sales-force Opinions 106
Scenario Writing 108

Time series, Time series analysis, Time series forecasting 111
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CHAPTER EXERCISES
Conceptual Questions:
1. What is the Delphi method and how is it applied? Discuss.
2. Listall 6 steps in the Delphi method. Discuss and illustrate with examples.
3. What are the major pros and cons of prediction market vs Delphi method? Explain.
4. What are the fundamentals of self-organizing modeling? List and discuss at least three
of them.
5. What are the major groups Quantitative techniques? Discuss and illustrate with

examples.

Business Applications:

The M&M company plans to launch a brand new product on the market. Marketing manager
Daniel Steel knows that the Judgmental forecasting is usually the only available method for
new product forecasting as historical data are unavailable. The approaches we have already
outlined (Delphi, forecasting by analogy, executive opinion scenario forecasting and so on)
are all applicable when forecasting the demand for a new product.

Write a short essay (up to two pages) discussing your opinion about using the following
methods in this particular case:

e Executive opinion.
e Sales-force composite
e Survey of customer intentions

e Your overall recommendation to Daniel Steel.
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INTEGRATIVE CASE

HEALTHY FOOD SUPPLY CHAIN & STORES
Part 4: The Art of Forecasting — Getting started

In Chapter 1 we introduced Healthy Food Stores — a fast-growing retail food provider with
12 stores in a northwestern state. The company executives decided to study the effect that
company advertising dollars have on sales. They hoped that examining collected historical data
would reveal relationships that would help determine future advertising expenditures and
predict monthly sales volumes for the upcoming quarter.

After identifying basic parameters, along with input (independent) and output (dependent)
variables of the forecasting scenario in Part 2, the research team determined the main elements
of the forecasting process:

e Forecasting horizon of up to twelve months;

e Quarterly forecast updates, since accuracy decreases as time horizon increases, and
sufficient time is needed to implement possible changes;

e Development of different models based on data patterns, if any, and evaluation of
their accuracy in order to select the most appropriate one;

e Selection of the best forecasting model with no more than 5% forecasting error.

The benchmark forecast computed in Part 3 (using the baseline of one-step naive forecast
as a reference forecast) provided basic values for the most common measures of accuracy MFE,
MAD, MAPE, MPE, MSE and CV(RMSE).

It was time to learn more about the opinion of some important people from the Healthy
Food Stores Company concerning this specific case. The research team planned to use three
different techniques in order to reach the three groups of most important people in the company.
Case Questions

1. What are the three groups of most important people in the company regarding this
particular case? Explain why.

2. What are the most suitable Subjective (judgmental) forecasting methods to study the
effect company advertising dollars have on sales? Discuss and illustrate with appropriate
examples each of them.

3. What overall recommendations would you make to the research team? Explain why.

4. Write a short report (about two pages not counting charts and tables) on the questions
above, discussing all important points and draw relevant conclusions about this part of

the Integrative Case.
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CHAPTER 5. BASIC QUANTITATIVE TECHNIQUES

5.1. Naive Forecasts and Graphical Techniques

Forecasting, or making Predictions, as discussed in previous chapters, is the process of
making statements about events whose actual outcomes have not yet been observed. Both might
refer to formal statistical methods employing time-series, cross-sectional, or multi-dimensional
data, or alternatively to less formal judgmental methods.

Cross-sectional data or a cross-section of a study population is a type of data collected by
observing many subjects (such as individuals, firms or regions) at the same point of time, or
without regard to differences in time. Analysis of cross-sectional data usually consists of
comparing the differences among the subjects.

For example, if we want to measure the current demand level for a new product in a
population, we could randomly draw a sample of 1,000 people from that population (also known
as a cross-section of that population), record their preferences and calculate what percentage of
that sample is willing to buy the new product. This cross-sectional sample provides us with a
snapshot of that population, at that point in time. Note that we do not know, based on one cross-
sectional sample, if demand is increasing or decreasing, we can only describe the current
proportion.

Cross-sectional data differs from time-series data, in which the same small-scale or
aggregate entity is observed at various points in time, for example, longitudinal data which
follow one subject's changes over the course of time. Another variant, panel data (or Time-
Series-Cross-Sectional (TSCS) data), combines both and looks at multiple subjects and how
they change over the course of time (see Fig.5-1). Panel analysis uses panel data to examine

changes in variables over time and differences in variables between subjects.

/.\ Company Sales (in $1000’s)
. Time-
City/Year I 2003 % 2004 2005 2006 Series
435 460 475 490 Data -

Ordered
Boston 320 345 375 395 data
Cleveland |\ 405 390 410 395 values

observed
Denver 260 270 285 280 over time

Cross-Sectional Data — Data values observed at a fixed point in time

Fig.5-1 Examples of different data types
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A time series is a sequence of data values, measured typically at successive points in time
spaced at uniform time intervals. A typical example of time series is the daily closing values of
the Dow Jones Industrial Average. Time series are used virtually everywhere — in statistics,
signal processing, econometrics, pattern recognition, mathematical finance, forecasting,
earthquake prediction, control engineering, astronomy, communications engineering, and
largely in any domain of applied science which involves time-based measurements.

Time series analysis comprises methods for analyzing time series data in order to extract
meaningful statistics and other characteristics of the data. Time series forecasting is the use of
a model to predict future values based on previously observed values. A commonplace example
might be an estimation of some variable of interest at some specified future date. While
regression analysis is often employed in order to test theories that the current values of one or
more independent time series affect the current value of another time series, this type of analysis
of time series is not called "time series analysis" — it is usually referred to as “Regression with
Time Series Data” (see Ch. 7). Time series analysis focuses on comparing values of a single
time series or multiple dependent time series at different points in time.

A number of different notations are in use for time-series analysis. A common notation

specifying a time series X that is indexed by the natural numbers is written

X={X1, Xz, ...}

Another common notation is
Y={Yu:teT}
where T is the index set’.

Mathematically, if we denote time by the variable t, and sales by X, then the function

denoted X(t) indicates that X (the dependent variable sales) is a function of t.

A. Charts and Other Visual Techniques

The clearest way to examine a regular time series manually is with a line chart such as the
one shown in Fig.5-2, made with a spreadsheet program. The number of cases (the number of
customer complaints) was standardized to a rate per 100,000 and the percent change per year
in this rate was calculated. The nearly steadily dropping line shows that the customer complaints
were decreasing in most years, but the percent change in this rate varied by as much as +/- 10%,
with some flows in 1975 and around the early 1990s. The use of both vertical axes allows the

comparison of two time series in one graphic.

1 In mathematics, an index set is a set whose members label (or index) members of another set. For instance, if
the elements of a set A may be indexed or labeled by means of a set T, then T is an index set.
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Fig.5-2 Example of Time series combo chart

A line chart or line graph is a type of chart which displays information as a series of data
points (known as 'markers’) connected by straight line segments. It is a basic type of chart
common in many fields. Line charts show how a particular data changes at equal intervals of
time. When a line chart is used to visualize a trend in data over intervals of time (i.e. time series)
the line is drawn chronologically.

Data collected from experiments or by observations are often visualized by tables. For
example, if one were to collect data, let us say, on the speed of a product line at certain points
in time, one could visualize the data by a data table such as Table 5.1.

The table "visualization" is a good way of displaying exact values but can be a poor way to
understand the underlying patterns that those values represent. Sometimes, the table display is
incorrectly conflated with the data itself, though it is just another visualization of the data.
Understanding the process described by the data in Table 5.1 should be aided by producing a
line chart of Speed versus Time, as shown in Fig.5-3.

Table 5.1 Speed Vs Time

Elapsed Time (s) | Speed (m/s™1) R
0 0 "
1 3 = 20 "f
2 7 : /
3 12 &
4 20 10 4
5 30 B8zl
6 45 o B 1.0 2.0 2.0 4.0 5.0 6.0

Tirne (s

Fig.5-3 Graph of Speed Vs Time
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Fig.5-4 Example of Best-fit layers with Polynomial curves — the red line is
a first-degree polynomial, the green line is the second degree, the orange line
is the third degree and the blue is a fourth-degree polynomial

Time-Series charts often include an overlaid mathematical function depicting the best-fit
trend of the scattered data. This layer is referred to as a best-fit layer (see Fig.5-4). It is simple
to construct a "best-fit" layer consisting of a set of line segments connecting adjacent data
points, however, such a "best-fit" is usually not an ideal representation of the trend of the
underlying scatter data for the following reasons:

e It is highly improbable that the discontinuities in the slope of the best-fit would
correspond exactly with the positions of the measurement values.

e Itis highly unlikely that the experimental error in the data is negligible, yet the curve
falls exactly through each of the data points.

In either case, the best-fit layer can reveal trends in the data. Furthermore, measurements
such as the gradient or the area under the curve can be made visually, leading to more
conclusions or results from the data. A true best-fit layer should depict a continuous
mathematical function whose parameters are determined by using a suitable error-minimization
technique (like Least Squares (LS) method — see Chapter 6), which appropriately weights the
error in the data values. Such curve fitting functionality is often found in graphing software or
spreadsheets. Best-fit curves may vary from simple linear equations to more complex quadratic,
polynomial, exponential, and periodic curves.

Sometimes, a fan chart could be used in time series analysis. A fan chart is a chart that joins
a simple line chart for observed past data, by showing ranges for possible values of future data
together with a line showing a central estimate or most likely value for the future outcomes (see
Fig.5-5). As predictions become increasingly uncertain the further into the future one goes, the
more these forecast ranges spread out, creating distinctive wedge or "fan" shapes, hence the
term. Alternative forms of the chart can also include uncertainty for past data, such as
preliminary data that is subject to revision.
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"Fan Chart" Total Inflation
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Fig.5-5 Hypothetical Fan Chart of the Inflation Rate

The term "fan chart" was coined by the Bank of England, which has been using these charts
and this term since 1997 in its "Inflation Report"2 to describe its best prevision of future
inflation to the general public. Fan charts have been used extensively in finance and monetary
policy, for instance, to represent forecasts of inflation.

Predicted future values can be diagrammed in various ways and the most common is by a
single predicted value, and an upper and lower range around it. Another one is by various future
intervals, depicted by varying degrees of shading (darkest near the center of the range, fainter
near the ends of the range — see Fig.5-5).

There are different ways to represent the forecast density depending on the shape of the
forecasting distribution:

« If the forecast density is symmetric, the fan centers at the mean (which coincides with
the mode and median) forecast, and the ranges expand like confidence intervals by
adding and subtracting multiples of the forecasting standard error to the mean forecast
(because of this they are referred to as equal tail ranges). We can add and subtract one,
two and three forecasting standard errors for approximate coverage of 68%, 95% and
99.7%. These charts can easily be built through standard Excel functions.

« If the forecast density is non-symmetric, centering the fan at the mean and using equal
tail ranges might not be appropriate as it would overstate the forecast uncertainty. In this
case, it is better to center the fan at the more likely forecast (the mode) and use Highest
Probability Density (HPD) ranges. HPDs are by definition the shortest ranges covering
a given probability, say 50%, and are centered at the mode. In this case, it is usual to

include increasing probability ranges of 10%, 20%, ..., 90%, for instance.

2 Source: Britton, E., Fisher, P., & Whitley, J. (1998, February). The Inflation Report Projections:
Understanding the Fan Chart. Bank of England Quarterly Bulletin.
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Fig.5-6 Example of Forecast chart and Prediction intervals

In both cases, it is always a good idea to add prediction intervals to the main line graph. A
prediction interval is an estimate of the interval in which future observations will fall, with a
certain probability, given what has already been observed.

Prediction intervals in forecasting predict the distribution of individual future points,
whereas confidence intervals in statistics predict the distribution of estimates of the true
population mean or other measures of interest that cannot be observed. For example, if we make
the parametric assumption that the underlying distribution is a normal distribution, and has a
sample set {Xi, ..., Xn}, then confidence intervals may be used to estimate the population mean
w and population standard deviation ¢ of the underlying population, while prediction intervals
may be used to estimate the value of the next sample variable®, Xq+1 (see Fig.5-6).

Another simple technique is the manual estimation of the best-fit line, i.e. using the rule of
thumb®. Manually, we can make an estimate of a line of best fit and draw it on the chart by
adding a new data series consisting of two points (see Fig.5-7). If we want to know what the
measurement would be for a location where no measurement was taken (known as
Interpolation task), we can use the chart and two quick lines to show that for 20" period (i.e.
when t=20) we would expect a measurement of about 26 units, i.e. Xt=26 (Fig.5-7 a).

Alternatively, extrapolating the line of Best-Fit beyond the observed data can be used (the
same technique can be applied to estimate what some future value may be). In the chart in Fig.5-
7 b) (an example for the 35" period, i.e. when t=35), we can see that the forecasted value would
be of about 45 units for period 35, i.e. Xi=45.

3 Prediction interval construction will be discussed in Chapter 6.
4 A rule of thumb is a principle with broad application that is not intended to be strictly accurate or reliable for
every situation.
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a) Interpolation b) Extrapolation
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Fig.5-7 Manual estimation of the best-fit line

Benefits of the Manual estimation (rule of thumb):

o Applicable to simple models;

e Can be used without a computer or a calculator in the field,;
o Gives the user a better feel for the data.

Problems of the Manual estimation (rule of thumb):

e Only applicable to simple models;

e Reliant on the accuracy of our estimate of the trend,;

o No measure of how accurately our estimate fits the data.

B. Naive Approach

Naive forecasts are some of the most cost-effective forecasting models that provide a
benchmark against which more sophisticated models can be compared. They are simple and
sometimes surprisingly effective. For cross-sectional and stationary time series data, this
approach states that the forecast for any period equals the historical average. For time series
data that are stationary in terms of their first differences, the naive forecast equals the previous

period's actual value and so on. The most common naive techniques are discussed below:

Average Method

For purposes of statistical forecasting, the simplest case is that of a variable whose values
are independently and identically randomly distributed, like the example presented in Fig.5-8.
The values of this time series appear to have been independently drawn from a common
probability distribution, suggesting that future observations will be drawn from the same
distribution. The natural forecast to use for all future values is, therefore, the sample mean of
the past data because by definition the mean is an unbiased estimator and also it minimizes the

mean squared forecasting error.
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Yt

Fig.5-8 Example of stationary variable Y

Hence, the forecasts of all future values can be computed as the mean of the observed
historical data. If we let the historical data be denoted by Y = {Yt. t € T}, where T is the index
set, then the forecast equation is simply:

Y* (1) = Y= (Yot +Y)IT (5-1)
(The notation Y* .4 is a short-hand for the estimate of Y .1y based on the data Y1 ... YT)
The equation (5-1) may seem too simple and obvious to be of much importance, but it is
actually the building block for a number of more sophisticated models, which will be discussed
in the next chapters of the book.
This technique can also be used for cross-sectional data when we are predicting a value not
included in the dataset. Then the prediction for this value is the average of the values that have

been observed. The remaining techniques are only applicable to time series data.

Naive Forecast (Random Walk)

In the simple naive approach, the forecast is set to be the value of the last observation. That

is, the forecasts of all future values Y*r+1) are set to be Yt, where Yt is the last observed value:
Y*a+1) = Y7 (5-2)

Sometimes, this technique works remarkably well for many economic and financial time
series. In fact, most naturally-occurring time series in business and economics are not at all
stationary (at least when plotted in their original units). Usually, they exhibit various kinds of
trends, cycles, and seasonal patterns. Fig.5-9 represents a time series Y = {Y¢. t € T}, which
exhibits steady, if somewhat irregular, linear growth. The average technique described above

would obviously be inappropriate here.
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Yt
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Fig.5-9 Example of non-stationary variable Y;

When faced with similar time series data that show irregular growth, the best strategy may
not be to try to directly predict the level of the series at each period Y:. Instead, it may be better
to try to predict the change that occurs from one period to the next (Yi-Yt.1).

Very often it is helpful to look at the first difference of the series, to see if a predictable
pattern can be discerned there. For practical purposes, it is just as good to predict the next
change as to predict the next level of the series, since the predicted change can always be added
to the current level to yield a predicted level. Fig. 5-10 displays the first difference of the
irregular growth series presented above (see Fig. 5-9).

The new variable d: looks stationary and quite random like the stationary variable Y from
Fig.5-8, i.e. it shows a pattern that we previously fitted with the average model. Hence, we can

apply the equation (5-1), which now will look as follows:

o dt = Yt-Yt-1

22
1.2

0.2

-08

-18
0234.. t

Fig.5-10 First differences of the non-stationary variable Y

(Note: there is no d; for t=1)
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(Yt-Ye1) = d = (do+-++de)/(T-1) (5-3)

Where d (the constant term) is the mean of the first differences, i.e., the average change

from one period to the next. Solving (5-3) for Yt will return new equation:

Y=Y +d (5-4)

Consequently, the forecasting model is:

Y*mn=YT+d (5-5)

In other words, we predict that this period's value will equal the last period's value plus a
constant representing the average change between periods. This naive technique is often
referred to as "random walk"®> model. It assumes that, from one period to the next, the original
time series merely takes a random "step™ away from its last recorded position. If the constant
term in the random walk model is zero, then equation (5-5) returns the same forecast as the

simple naive model (5-2). This technique is known as “random walk without drift”.

Notice that the one-step forecasts within the sample merely "shadow"

Random walk example:
Uh, give me a minute....

We sold 250 wheels last
week.... Now, next week
we should sell....

the observed data, lagging exactly one period behind. On the other hand,

the long-term forecasts outside the sample follow a horizontal straight

line anchored on the last observed value, i.e. the horizontal
appearance of the long-term forecasts is rather unsatisfactory if
we believe that the upward trend observed in the past is genuine.

Drift Method (Random Walk with Drift)

A variation on the naive method is to allow the forecasts to increase or decrease over time,

where the amount of change over time (known as the drift) is set to be the average change seen
in the historical data, i.e. equation (5-5). Then, the general forecast for period T+l is:

Y* e =Y +(1 xd) (5-6)

This is equivalent to drawing a line between the first and last observation, and extrapolating
it into the future. It is useful when the time series being fitted by a random walk model has an
average upward (or downward) trend that is expected to continue in the future. Then we should
include a non-zero constant term in equation (5-5), assuming that the random walk undergoes

a "drift". Hence, this technique is also known as a random-walk-with-drift.

5 The traces of an inebriated person (who steps randomly to the left or right at the same time as he steps forward)
are an example of a “random walk”.
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Seasonal Naive Technique

A similar method is useful for highly seasonal data. In this case, we set each forecast to be
equal to the last observed value from the same season of the year (the same month of the

previous year for instance). Formally, the forecast for period T+l is:
Y*1+1) =Y (T+1-km) (5-7)

where m is the seasonal period;

k =[(I-1)/m] + 1 and [...] denotes the integer part of the algebraic expression within [].

It looks more complicated than it really is. For example, with monthly data, the forecast for
all future January values is equal to the last observed January value. With quarterly data, the
forecast of all future Q3 values is equal to the last observed Q3 value (where Q3 means the
third quarter). Similar rules apply for other months and quarters, and for other seasonal periods.

Fig.5-11 shows the three naive methods without drift applied to the Australian quarterly
beer production data®. Sometimes one of these simple techniques will be the best forecasting
method available. But in most cases, these methods will serve as benchmarks rather than the
method of choice. Their errors should be used as a reference model accuracy in equation (3-6)
when computing the forecast skill, or skill score, SS. There, a perfect forecast results in an SS
of one, a forecast with similar skill to the reference forecast would have a skill of zero, and a
forecast which is less skillful than the reference forecast would have negative skill values. In
other words, whatever forecasting models we develop, they should be compared to these simple
models to ensure that the new one is better than these simple alternatives. If not, then the new

forecasting model is not worth considering.

Forecasts for quarterly beer production

—— Mean method
—— Naive method
Seasonal naive method

500
1

450
1

400
I

T T T
1995 2000 2005

Fig.5-11 Comparison between three naive methods (Source: https://www.otexts.org/fpp/2/3)

6 Source: https://www.otexts.org/fpp/2/3
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6.2. Moving Averages

A Moving average is a calculation technique to analyze data points by creating a series of
averages of different subsets of the full data set. It is also known as a moving mean or rolling
mean, rolling average or running average. Given a series of numbers and a fixed subset size,
the first element of the moving average is obtained by taking the average of the initial fixed
subset of the number series (see eg. 5-8). Then the subset is modified by "shifting forward";
that is, excluding the first number of the series and including the next number following the
original subset in the series. This creates a new subset of numbers, which is averaged. This
process is repeated over the entire data series. The plotline connecting all the (fixed) averages
is the moving average. Viewed simplistically it can be regarded as smoothing the data.

The basic assumption behind averaging and smoothing models is that the time series is
locally stationary with a slowly varying mean. First, we take a moving (local) average to
estimate the current value of the mean and then use that as the forecast for the near future. This
can be considered as a compromise between the average model and the random-walk-without-
drift-model. The same strategy can be used to estimate and extrapolate a local trend. A moving
average is often called a "smoothed" version of the original series because short-term averaging
has the effect of smoothing out the bumps in the original series. By adjusting the degree of
smoothing (the width of the moving average), we can hope to strike some kind of optimal
balance between the performance of the mean and random walk models.

A moving average is commonly used with time series data to smooth out short-term
fluctuations and highlight longer-term trends or cycles. The threshold between short-term and
long-term depends on the application, and the parameters of the moving average will be set
accordingly. For example, it is often used in technical analysis of financial data, like stock
prices, returns or trading volumes. It is also used in economics to examine the gross domestic
product, employment or other macroeconomic time series.

A moving average may also use unequal weights for each value in the subset to emphasize

some particular values. Variations include simple, cumulative, or weighted forms.

Simple (Equally-Weighted) Moving Average

The simplest way to smooth a time series is to calculate a simple, or equally-weighted,
moving average (MA). The forecast (or the smoothed value) for Y (Y = {Y¢: t € T}) at time t+1

that is made at time t equals the simple average of the most recent m observations:

Y., = Y+ Ve + -+ Tem

- (5-8)
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A

where “Y-hat” or Y stands for a forecast of the time series Y (Y = {Y¢: t € T}) made at

the earliest possible prior date by a given model.

A moving average of order m can be written as

~ 1 k
Yt == Ez]-=_k Yt+j (5_9)

where m=2k+1, that is the smoothed value at time t, is obtained by averaging values of the
time series within k periods of t.

Observations that are nearby in time are also likely to be close in value, and the average
eliminates some of the randomness (also known as noise) in the data, leaving a smooth trend-
cycle component. It is known also as m-MA, i.e. a moving average of order m.

The forecast (5-8) is an average, centered at period (t-(m+1)/2), which implies that the
estimate of the local mean will tend to lag behind the true value of the local mean by about
(m+1)/2 periods. Thus, we say the average age of the data in the simple moving average is
(m+1)/2 relative to the period for which the forecast is computed. This is the amount of time
by which forecasts will tend to lag behind turning points in the data, i.e. if we are averaging the
last 5 values, the forecasts will be about 3 periods late in responding to turning points.

This introduces a phase shift into the data of half the time window (i.e. the time period used)
length. For example, if the observations were all the same except for one high data point, the
peak in the smoothed data would appear half a window length later than when it actually
occurred. Where the phase of the result is important, this can be simply corrected by shifting
the resulting series back by half the time window length.

For a number of applications, it is advantageous to avoid the shifting induced by using only
past data. Hence a central moving average can be computed, using data equally spaced on either
side of the point in the series where the mean is calculated. This requires using an odd number
of observations in the MA time window.

When m=1, the simple MA model is equivalent to the random walk model without growth.
If m is very large (comparable to the length of the estimation period), the simple MA model is
equivalent to the average model. As with any parameter of a forecasting model, it is customary
to adjust the value of k in order to obtain the best "fit" to the data, i.e., the smallest forecast

€rrors on average.
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Fig.5-12 Visual comparison between actual data, three and five period MA forecasts

The choice of an integer k > 1 is arbitrary. A small value of k will have less of a smoothing
effect and be more responsive to recent changes in the data, while a larger k will have a greater
smoothing effect, and produce a more pronounced lag in the smoothed series (see Fig.5-12). In
choosing the value of k, in fact, we are making a tradeoff between two effects — filtering
(smoothing) out more noise (randomness) vs. being too slow to respond to trends and turning
points.

One disadvantage of this technique is that it cannot be used on the first k—1 terms of the
time series without the addition of values created by some other means. This means effectively
extrapolating outside the existing data, and the validity of this section would, therefore, be
questionable and not a direct representation of the data.

If the data used are not centered around the mean, a simple MA lags behind the latest
observation by half of the time window length. A simple MA can also be disproportionately
influenced by old values dropping out or new data coming in. Another characteristic of the
simple MA is that if the data have a periodic fluctuation, then applying a simple MA of that
period will eliminate that variation because the average always contains one complete cycle.
Fortunately, a perfectly regular cycle is rarely encountered in real-life business.

A major drawback of the simple MA is that it lets through a significant amount of the
“signal”’ shorter than the time window length. Worse, it actually inverts it. This can lead to
unexpected events, such as peaks in the smoothed data appearing where there were troughs in
the observations. It also leads to the result being less smooth than expected since some of the

higher frequencies are not properly removed.

" Asignal as referred to in communication systems "is a function that conveys information about the behavior
or attributes of some phenomenon". The information in a signal is usually accompanied by noise - an error or
undesired random disturbance of a useful information signal.


http://en.wikipedia.org/wiki/Autocorrelation#Statistics
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The problem can be overcome by iterating the process three times, with the window being
shortened by a factor of 1.4303 at each step®. This removes the negation effects and provides a
better-behaved model. This solution is often used in real-time audio filtering since it is
computationally quicker than other comparable filters.

The simple MA model can be easily customized in several ways to fine-tune its
performance. If there is a consistent trend in the data, then the forecasts of any of the simple
MA models will be biased, because they do not contain any trend component. The presence of
a trend will tend to give an edge to models with lower values of m, regardless of the amount of
noise that needs to be smoothed out. We can fix this problem by simply adding a constant to
the simple MA forecasting equation, analogous to the drift term in the random-walk-with-drift
model. The new, Simple Moving Average with Trend is:

1;r - YT T YI-| Toaot T['TI'I_| +d (5_10)

m

Another way to fine-tune the simple MA model is to use a Tapered Moving Average rather
than an equally weighted MA. For example, in the 5-order MA model, we could choose to put
only half as much weight on the newest and oldest values, like this:

| 1
: TYe * Y T Yz t Vi ¢ oYy

A . 2 (5-11)

This average is centered on three periods in the past, like the 5-period simple MA model,
but when an unusually large or small value is observed, it doesn’t have as big an impact when
it first arrives or when it is finally dropped out of the calculation, because its weight is ramped
up or down over two periods. In other words, the tapered moving average is more robust to

outliers in the historical data.

Cumulative Moving Average

In a cumulative moving average (CMA), the data arrive in an ordered data series, and the
user would like to get the average of all of the data up until the current observation. For example,
an investor may want the average price of all of the stock transactions for a particular stock up
until the current time. As each new transaction occurs, the average price at the time of the

transaction can be calculated for all of the transactions up to that point using the cumulative

8 For more details see http://climategrog.wordpress.com/2013/05/19/triple-running-mean-filters/
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average, typically an equally weighted average of the sequence of m values Y (Y ={Yu: t € T})

up to the current time:

CMA,, = (5-12)

Yy + Vbt ¥y 1O
= _2 Y,
m m 4
=1
The brute-force method to calculate this would be to store all of the data and calculate the
sum and divide by the number of data every time a new observation arrived. However, it is
possible to simply update the cumulative average as a new value Ym+1, becomes available, using

the formula:

Y ,+mCMA
(m+1)

where CMA, can be taken to be equal to zero.

CMA = (5-13)

Thus, the current cumulative average for a new observation is equal to the previous
cumulative average, times m, plus the latest observation Ym.1, all divided by the number of data
received so far, m+1. When all of the observations arrive (m = T), then the cumulative average
will equal the final average.

Weighted Moving Average

A weighted average is any average that has multiplying factors to give different weights to

data at different positions in the sample. In general, a weighted m-MA can be written as:

k
7, = z wiYe, (5-14)
j=k
where k=(m—1)/2 and the weights are given by w = {w-,...,wk}. It is important that all the

weights sum to one and that they are symmetric so that wj=w-;j.

The Random Walk model is the special case in which m=1. The simple m-MA is a special
case where all the weights are equal to 1/m. It is important to note that the simple MA model
has the following properties:

e as m gets larger each individual observation in the recent past receives less weight,
because each of the past m observations has a weight of 1/m in the averaging formula
(5-14). This implies that larger values of m will filter out more of the period-to-period
randomness and yield smoother-looking series of forecasts.

o the first term in the average is “1 period old” relative to the point in time for which the
forecast is being calculated; the second term is two periods old, and so on up to the mt

term. Hence, the “average age” of the data in the forecast is (m+1)/2. This is the amount
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by which the forecasts will tend to lag behind in trying to follow trends or respond to
turning points. For example, with m=5, the average age is 3, so that is the number of
periods by which forecasts will tend to lag behind what is happening now.

Notice that the long-term forecasts from the simple MA model are a horizontal straight line,
just as in the random walk model. Thus, the simple MA model assumes that there is no trend in
the data. However, whereas the forecast from the random walk model is simply equal to the last
observed value, the forecasts from the simple MA model are equal to a weighted average of
recent values.

A slightly more intricate method for smoothing a raw time series X = {X1, Xz, ..., X7} is to

calculate a weighted MA by first choosing a set of weighting factors w = {wz, wo, ..., Wk} such

that: i
> w, =1
n=1

and then using these weights to calculate the smoothed statistics st = {s,S2, ..., Sk}
k

St = ) WnTiy1n = WiTy + WoTp1 + - - + WpTy_p41.  (5-15)
n=1

A major advantage of weighted moving averages is that they yield a smoother estimate of
the trend-cycle. Instead of observations entering and leaving the calculation at full weight, their
weights are slowly increased and then slowly decreased resulting in a smoother curve. In
practice, the weighting factors w are often chosen to give more weight to the most recent terms
in the time series and less weight to older data.

It is worth noting that this technique has the same disadvantage as the simple MA technique,
i.e. it cannot be used until at least k observations have been made and that it entails a more
complicated calculation at each step of the smoothing procedure. In addition to this, if the data
from each stage of the averaging is not available for analysis, it may be difficult if not
impossible to reconstruct a changing signal accurately (because older samples may be given
less weight). If the number of stages missed is known, however, the weighting of values in the
average can be adjusted to give equal weight to all missed samples to avoid this issue.

Other weighting systems are used occasionally — for example, in share trading, a volume
weighting will weight each time period in proportion to its trading volume. Another weighting,
used by actuaries, is a 15-ordered MA (a central moving average). The symmetric weight
coefficients are —3, —6, —5, 3, 21, 46, 67, 74, 67, 46, 21, 3, =5, —6, —3.
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Outside the world of finance, weighted MA has many forms and applications. Each
weighting function has its own characteristics. A mean does not just "smooth" the data. A mean
is a form of low-pass filter. The effects of the particular filter used should be understood in

order to make an appropriate choice.

Moving Median

From a statistical point of view, the MA, when used to smooth data or to estimate the
underlying trend in a time series, is susceptible to rare events such as rapid shocks or other
anomalies (i.e. extreme values), since in computing formula (5-9) it takes into account all values
from the particular data set. A more robust estimate of the trend is the simple moving median
(MM) of the time series Y (Y = {Y¢ t € T}) over n time points:

MM = Median (Yt, Yt1, «ee s Ynt1) (5-16)
where the Median is the middle value in the sorted time series.

Statistically, the MA is optimal for recovering the underlying trend of the time series when
the fluctuations about the trend are normally distributed. However, the normal distribution does
not place a high probability on very large deviations from the trend which explains why such
deviations will have a disproportionately large effect on the trend estimate. If the fluctuations
are instead assumed to be Laplace distributed, then the MM is statistically optimal. For a given
variance, the Laplace distribution places a higher probability on rare events than does the

normal, which explains why the MM tolerates shocks better than the MA.

Moving Average Reqgression Model

In a moving average regression model, a variable of interest X = {X1, X2, ..., Xt} is assumed
to be a weighted moving average of an unobserved error term and the weights in the moving

average are parameters to be estimated:
Xi = H‘|‘~’ff‘|‘915f—1 ‘|'""|‘9q~“3f—q (5-17)

where p is the mean of the series, the 61, ..., fq are the parameters of the model and the &,
et-1... are white noise® error terms. The value of q is called the order of the MA model.

Thus, a moving-average model is conceptually a linear regression of the current value of
the series against current and previous (unobserved) random variations. The random variations

at each point are assumed to be mutually independent and to come from the same, typically a

9 White noise refers to a statistical model for signals and signal sources, rather than to any specific signal.



Mihail Motzev Business Forecasting Ch.5 Basic Quantitative Techniques Page 137

normal distribution. This and other similar forecasting models will be discussed in Chapters 6,
7 and 8.

5.3. Exponential Smoothing

Exponential smoothing was proposed in the late 1950s by Robert Brown (1956) and then
expanded by Charles Holt (1957) as double exponential smoothing. The term triple exponential
smoothing was first suggested by Holt's student, Peter Winters (1960). Exponential smoothing
is a technique that can be applied to time series data, either to produce smoothed data for
presentation, or to make forecasts. The observed phenomenon may be an essentially random
process or it may be an orderly, but noisy, process.

Using the naive method (5-2), all forecasts for the future are equal to the last observed value
of the series, i.e. it assumes that the most current observation is the only important one and all
previous observations provide no information for the future. This can be thought of as a
weighted average (5-15) where all the weight is given to the last observation.

Using the average method (5-1), all future forecasts are equal to a simple average of the
observed data, i.e. it assumes that all observations are of equal importance and they are given
equal weight when generating forecasts. We often want something between these two extremes.
For example, it may be sensible to attach larger weights to more recent observations than to
observations from the distant past.

The simple MA has the undesirable property that it treats the last k observations equally
and completely ignores all preceding observations. Intuitively, past data should be discounted
in a more gradual fashion--for example, the most recent observation should get a little more
weight than 2nd most recent, and the 2nd most recent should get a little more weight than the
3rd most recent, and so on. In other words, the more recent the observation, the higher the
associated weight. Whereas in the simple MA the past observations are weighted equally,

exponential smoothing assigns exponentially decreasing weights over time.

Brown's Simple Exponential Smoothing (exponentially weighted moving average)

The simplest of the exponentially smoothing methods is known as simple exponential
smoothing (SES), exponential moving average (EMA), as well as exponentially weighted
moving average (EWMA). This method is suitable for forecasting data without any systematic
trend or seasonal pattern. The formulation below, which is most commonly used, is attributed
to Brown (1956) and is known as "Brown's simple exponential smoothing™:

The raw data sequence is represented by X: = {Xi, Xz, ..., Xt} and the output of the exponential

smoothing algorithm is written as st = {s, S, ..., St}, which may be regarded as the best
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estimate of what the next value of x: will be. When the sequence of observations begins at

time t = 0, the simplest form of exponential smoothing is given by the formula:

ss=a T+ (l—a) 51 e
where a is the smoothing factor, and 0 < « < 1, i.e. the smoothed statistic s; is a simple

weighted average of the previous observation x:1 and the previous smoothed statistic St-1.

In other words, as time passes the smoothed statistic st becomes the weighted average of a
greater and greater number of the past observations X, and the weights assigned to previous
observations are in general proportional to the terms of the geometric progression {1, (1 — a),
(1—a) (1—a) ...}. A geometric progression is the discrete version of an exponential function,
so this is where the name for this smoothing method originated.

The term smoothing factor applied to a here is an unsuitable name, as larger values of a
actually reduce the level of smoothing, and when a = 1 the output series st = {S1, Sz, ..., St} IS just
the same as the original series x: = {Xi, X, ..., Xt} with lag of one time unit. In fact, when a=1,
then the SES model is equivalent to a random walk model without growth. If =0, the SES
model is equivalent to the average model, assuming that the first smoothed value s is set equal
to the mean.

Values of a close to one have less of a smoothing effect and give greater weight to recent
changes in the data, while values of a closer to zero have a greater smoothing effect and are
less responsive to recent changes (see Fig.5-13). There is no formally correct procedure for
choosing a. Sometimes the researcher's judgment is used to choose an appropriate factor, or
simulations with different values for a could be performed to select the most suitable one.
Alternatively, a statistical technique like Least Squares (LS) method mentioned above (see
Chapter 6) may be used to optimize the value of «, i.e. to determine the value of « for which

the sum of the squared differences (Sn-1—Xn-1)? is minimized.
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Fig.5-13 Visual comparison between actual data and different SES forecasts
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Unlike some other smoothing methods, this technique does not require any minimum
number of observations to be made before it begins to produce results. Simple exponential
smoothing is easily applied, and it produces a smoothed statistic as soon as two observations
are available.

In practice, however, a "good average™ will not be achieved until several samples have been
averaged together. For example, a constant signal will take approximately 3/a stages to reach
95% of the actual value. To accurately reconstruct the original signal without information loss
all stages of the exponential moving average must also be available because of older samples
corrupt in weight exponentially. This is in contrast to a simple moving average, in which some
samples can be skipped without much loss of information due to the constant weighting of
samples within the average. If a known number of samples will be missed, one can adjust a
weighted average for this as well, by giving equal weight to the new sample and all those to be
skipped.

Choosing the initial smoothed value is another issue since s1 is undefined. S1 may be
initialized in a number of different ways, most commonly by setting s: to xi1, though other
techniques exist, such as setting s: to an average of the first four or five observations. The
importance of the s: initializations effect on the resultant moving average depends on a —
smaller & values make the choice of s; relatively more important than larger a values, since a
higher « discounts older observations faster.

Whatever is done for sz it assumes something about values prior to the available data and if
necessary, in errors. In view of this the early results should be regarded as unreliable until the
iterations have had time to converge (in other words, to approach a given number). This is
sometimes called a 'spin-up' interval. One way to assess when it can be regarded as reliable is
to consider the required accuracy of the result. For example, if 3% accuracy is required,
initializing with x1 and taking data after five-time constants (defined above with eq. 5-18) will
ensure that the calculation has converged to within 3% (only <3% of xi1 will remain in the
result). Sometimes with a very small alpha, this can mean little of the result is useful. This is
analogous to the problem of using a weighted average with a very long time window.

Exponential smoothing and MA have similar defects of introducing a lag relative to the
input data. While this can be corrected by shifting the result by half the window length for a
symmetrical kernel, such as a moving average (5-14), it is unclear how appropriate this would
be for exponential smoothing. They also both have roughly the same distribution of forecast
error when a = 2/(k+1). They differ in that exponential smoothing takes into account all past

data, whereas MA only takes into account k past observations. From a computational point of
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view, they also differ in that MA requires that the past k data points be kept, whereas
exponential smoothing only needs the most recent forecast value to be kept.

The basic step for an exponential forecast is equation (5-18). Here, for a given time series
Y (Y ={Yu: t € T}) we can express the next forecast Y-hat directly in terms of previous forecasts
and previous observations, in any of the following equivalent equations as pointed out in Nau
(2014). They are all mathematically equivalent and any one of them can be obtained by
rearrangement of any of the others.

In the first version, the forecast is computed by interpolating between the last observed

value and the forecast that had been made for it:

-~

Y., = a¥, +(l-a)Y, (5-19)

il |

Written in this way, it is clear that the random walk model is an SES model with a=1, and
the constant-forecast model (of which the average model is a special case) is an SES model
with ¢=0. Hence the SES model is an interpolation between the average model and the random
walk model with respect to the way it responds to new data. In general, this model performs
better than either of them in situations where the random walk model over-responds and the
average model under-responds.

In the second version, the forecast is a function of the previous forecast plus a fraction a of

the previous error:

-

Y., = Y, +oe, (5-20)

1
where e, = Y, - Y, istheerror made at time t.

Thus, the last forecast is adjusted in the direction of the error it made. If the error was
positive, i.e., if the previous forecast was too low, then the next forecast is adjusted upward by
a fraction a of that error. This version provides a nice interpretation of the meaning of “alpha,”
namely that « is the fraction of the forecast error that is believed to be due to an unexpected
change in the level of the series rather than an unexpected one-time event. Models with larger
values of a assume that what they are seeing are significant changes in the fundamental level
of the series from one period to the next. In the limit as @ =1 (which is the random walk model)
all of the variation from one period to the next is believed to be due to a change in the
fundamental level rather than just a temporary deviation. In the limit as @ =0 (which is the
constant model), the fundamental level of the series is assumed to never change, and all of the

period-to-period variation is attributed to temporary deviations from it.
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The forecast can also be written as an exponentially weighted (i.e. discounted) moving

average of all past values with the discount factor 1-a:
Y. = afY, +(1-0)Y, +(1-0)’Y, + 1-0)Y; +..] (21

The exponentially-weighted-moving-average form of SES model highlights the difference
between it and the simple MA model. The SES forecast uses all past values but discounts their
weights by a factor of 1-a per period, while the simple m-MA model uses only the last m values
and gives them equal weights of 1/m.

One important weakness, as mentioned above, concerns the trend. The SES model, like the
simple m-MA model, assumes that there are no trends in the data, either short-term or long-
term. Based on the random-walk-with-drift idea (5-6), the simplest solution for SES would be
to modify equation (5-20) like the simple MA model (5-10), in order to incorporate a long-term

linear trend by merely adding a drift term to the forecasting equation:

El

Y Y, - (l-a)e, +d (5-22)

Bt
where d is the average long-term growth for the whole time series. The basic component
in equation (5-22) comes from (5-20) with the substitutionthat &, = Y, - Y, |ie.

Yeri=a¥i+(1—a)V,=aY,+Y,—a¥V, =a(Y,-V,)+V,=ae, + Y, — e,
Yiri =Y, — (1 - a)e,

Holt’s Linear (Double) Exponential Smoothing

The simple m-MA models and the SES models assume that there is no trend of any kind in
the data, which is usually OK or at least not-too-bad for one-step-ahead forecasts (Nau, 2014,
p. 16). Both models can be modified to incorporate a constant linear trend (i.e. the average long-
term growth per period) as shown above in (5-22), but the problem with short-term trends still
exists. If a series displays a varying rate of growth or a cyclical pattern and if there is a need to
forecast more than one period ahead, then estimation of a local trend might also be an issue.

The simple exponential smoothing model can be generalized to obtain a linear exponential
smoothing (LES) model that computes local estimates of both level and trend. It means adding
a second equation with a second constant, , which must be chosen in conjunction with a. For
this case, several methods were developed under the name "double exponential smoothing",
"second-order exponential smoothing™ or Holt’s Linear Exponential Smoothing. The LES
model introduces a term to take into account the possibility of a time series exhibiting some

form of trend. This slope component is itself updated via exponential smoothing.
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The basic logic is the same as with SES, but we now have two smoothing constants, one for
smoothing the level and one for smoothing the trend. The raw data sequence is represented by
time series {x¢} beginning at time t=0. Series {si} represents the smoothed value for time t, and
{bi} is the best estimate of the trend at time t. Then, double exponential smoothing is given by

the formulas:
51—

b] = ¥ — &y
And fort > 1 by:

5 =0z + (1 - ) (51 + by
b = Blst — 81-1) + (1 = B)bey

where a is the data smoothing factor (0<o<1)

(5-23)

and g is the trend smoothing factor (0<p<1).

Note that the current value of the series st is used to calculate its smoothed value replacement
in double exponential smoothing. The first smoothing equation adjusts s; directly for the trend
of the previous period, b, by adding it to the last smoothed value st.1. This helps to eliminate
the lag and brings st to the appropriate base of the current value. The second equation then
updates the trend, which is expressed as the difference between the last two values. The equation
is similar to the basic form of single smoothing, but here applied to the updating of the trend.

The output of the algorithm (the forecast beyond x:) is given as Fwm and it is an estimate of

the value of x at time t+m (m>0) based on the raw data up to time t:

Fiim = 5t 4 mby (5-24)
The logic in the above algorithm could be better understood by following step-by-step
explanations:
e Atany time t, the model has an estimate s of the local level (the smoothed value) and
an estimate by of the local trend. These are computed recursively from the value of X (or
Y) observed at time t and the previous estimates of the level and trend by two equations
(5-23). If the estimated level and trend at time t-1 are s.1 and by.1, respectively, then the
forecast for Yt that would have been made at time t-1 is equal to St-1+bt-1. When the actual
value is observed, the updated estimate of the level st is computed recursively by

interpolating between Yt and its forecast, st.1+bt.1, using weights of o and (1-a):

st=a¥: + (1-a)(st-1 + br1) (5-25)
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e The change in the estimated level, namely (s—st1), can be interpreted as a noisy
measurement of the trend at time t. The updated estimate of the trend is then computed
recursively by interpolating between (st—st.1) and the previous estimate of the trend b1,
using weights of B and (1-p):

bt = B(s; —st-1) + (1 — B)b;_4 (5-26)

o Finally, the forecasts for the near future (for example next period t+1) that are made
from time t are obtained by extrapolation of the updated level and trend:

Yt+1= s, + mb, (5-27)

The interpretation of the trend-smoothing constant g is analogous to that of the level-
smoothing constant « in SES. Models with small values of # assume that the trend changes only
very slowly over time, while models with larger g assume that it is changing more rapidly. LES
with a large f believes that the distant future is very uncertain because errors in trend-estimation
become quite important when forecasting more than one period ahead.

Note that Fo (or Yo) in (5-27) is undefined since there is no estimation for time t=0.
According to the definition F1=So+bo is well defined and thus further values can be evaluated.

As in the case of single smoothing, there are a variety of schemes to set initial values for st
and by in double smoothing. Setting the initial value bo is a matter of preference. S1 is in general

set to the first value of the time series y1. Here are three suggestions for b1,

by = -y
1

b= 5 (s~ w) + (o5~ 1) + (g — o)
Un — W4

by =

! n—1

Alternatively, the smoothing constants & and g can be estimated using the Least Squares

(LS) method, by minimizing the mean squared error of the one-step-ahead forecasts.

10 See http://www.itl.nist.gov/div898/handbook/pmc/section4/pmc433.htm
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Holt-Winters (Triple) Exponential Smoothing

Triple exponential smoothing was first suggested by Holt's student, Peter Winters (1960)
but often it is referred to as Holt-Winters seasonal method. Triple exponential smoothing takes
into account seasonal changes as well as trends. It comprises the forecast equation and three
smoothing equations — one for the level st, one for trend by, and one for the seasonal component
(or seasonal index) denoted by ct, with smoothing parameters a, £, and y.

Seasonality is defined to be the tendency of time-series data to exhibit behavior that repeats
itself every m periods, i.e. m denotes the period of the seasonality, for example, the number of

seasons in a year — for quarterly data m=4, for monthly data m=12 and so on.
Observed series=Trend +Seasonal +lrregular (5-28)

There are two variations to this method that differ in the nature of the seasonal component.
The additive method (5-28) is preferred when the seasonal variations are roughly constant
through the series, while the multiplicative method (5-29) is preferred when the seasonal
variations are changing proportionally to the level of the series. For example, if every month of
May we sell 2,000 more cars that we do in April the seasonality is additive in nature, however,
if we sell 5% more cars in the summer months than we do in the spring months the seasonality

is multiplicative in nature.

Observed series =Trend x=easonal <Irregular (5-29)

With the additive method, the seasonal component is expressed in absolute terms in the
scale of the observed series, and in the level equation for s; (5-30) the series is seasonally
adjusted by subtracting the seasonal component. Within each year the seasonal component will
add up to approximately zero. With the multiplicative method, the seasonal component is
expressed in relative terms (percentages) and the series is seasonally adjusted by dividing the
seasonal component. Within each year, the seasonal component will sum up to approximately
m. The multiplicative model cannot be used when the original time series contains very small
or zero values because it is not possible to divide a number by zero. In these cases, a pseudo
additive model combining the elements of both the additive and multiplicative models is used.

The basic logic is similar to SES, but we now have three smoothing constants. The raw data
sequence is represented by time series {x¢} beginning at time t=0 with a cycle of seasonal change
of length L. {s¢} represents the smoothed value of the constant part at time t. {b¢} represents the
sequence of best estimates of the linear trend that are superimposed on the seasonal changes.
{ct} is the sequence of seasonal correction factors and c: is the expected proportion of the

predicted trend at any time t in the cycle that the observations take on.
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The method calculates a trend line for the data as well as seasonal indexes that weight the
values in the trend line based on where that time point falls in the cycle of length L. Triple
exponential smoothing is given by the formulas (5-30):

Sp = I
5 =0 I_t + (1 — a)(se—1 + b_1) Overall smoothing
(5-30) b = _ﬁ(st — 5:-1) + (1 — ,ﬂ)bt—l Trend smoothing
G = 7? +(1—7)a-1L Seasonal smoothing
t

where « is the data smoothing factor, 0<a<l,
p is the trend smoothing factor, 0<p<lI,
y is the seasonal change smoothing factor, 0<y<I.

The output of the algorithm (the forecast) Fim, is an estimate of the value of x at time t+m

(m>0) based on the raw data up to time t.

Form = (8¢ + mbg)ci—p114(m—1) (5-31)
The general formula for the initial trend estimates bo is given by:
l {241 =21 Tpqo— 2o Tr4rp—TL
= — + = s
bo= 7 ( L L L

Setting the initial estimates for the seasonal indices ¢ (i=1,2,...,.L) is more complicated. As
a rule of thumb, a minimum of two full seasons (i.e. 2L periods) of historical data is needed to
initialize a set of seasonal factors. If N is the number of complete cycles present in our data,
then:

where:

L
A, = L=t TG i gy

g L

Note that Aj is the average value of x in the j" cycle of our data.

Actually, we can use an easy algorithm with three steps to calculate the seasonal indices:
step 1 — compute the averages of x; for each year; step 2 — divide the observations x: by the
appropriate yearly mean; step 3 — the seasonal indices are formed by computing the average of

each season.!?

11 For details see http://www.itl.nist.gov/div898/handbook/pmc/section4/pmc435.htm
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Fig.5-14 Example of TES with MS Excel

The smoothing parameters are often selected between 0.02 and 0.2. It is again possible to
estimate them by Least Squares (LS) method, minimizing the sum of the squared one-step-
ahead errors, but there is no exclusive combination of &, # and y which will minimize the
squared errors for all t.

There are many modifications of the Exponential smoothing. Pegels (1969), later extended
by Gardner (1985), proposed to include methods with an additive damped trend, and Taylor
(2003) added methods with a multiplicative damped trend?. Most of the Exponential smoothing
methods involve complex calculations and using statistical software or at least MS Excel (see
Fig.5-14).

In summary, there are many different models to forecast a set of cross-sectional or time-
series data (Box et al., 2016). It should be noted that all models are based on specific
assumptions how the particular real-life case works. We need to understand what these
assumptions are. Moreover, we should be certain that the assumptions of our chosen model are
true and be able to explain and defend them.

% %k %k

12 For more details see https://www.otexts.org/fpp/7/6



https://www.otexts.org/fpp/7/6

Mihail Motzev Business Forecasting Ch.5 Basic Quantitative Techniques  Page 147

SUMMARY AND CONCLUSIONS

Chapter 5 discusses the basic types of forecasting techniques and models for cross-
sectional and time series data. These simple predictions provide benchmarks for all
other forecasting techniques accuracy.

Cross-sectional data is a set of data values collected by observing many subjects at the
same point of time, whereas time series data are ordered data values observed at various
points in time.

Time series analysis comprises methods for analyzing time series data in order to extract
meaningful information and Time series forecasting is the use of a model to predict
future values based on previously observed data.

Line chart or line graph is a type of chart which displays information as a series of data
points connected by straight line segments. When a line chart is used to visualize a trend
in time series data the line is drawn chronologically.

Fan chart joins a simple line chart for observed past data, by showing ranges for
possible values of future data together with a line showing a central estimate or most
likely value for the future outcomes.

Prediction interval is an estimate of the interval in which future observations will fall,
with a certain probability, given what has already been observed.

Naive forecast for cross-sectional and stationary time series data states that the forecast
for any period equals the historical average. For time series data that are stationary in
terms of their first differences, the naive forecast equals the previous period's actual
value and so on.

Naive technique is often referred to as "random walk™ model. It assumes that, from one
period to the next, the original time series merely takes a random "step™ away from its
last recorded position.

If the constant term in the random walk model is zero, then it returns the same forecast
as the simple naive model, known as “random walk without drift”. If we assume that
the random walk undergoes a drift, it becomes a random-walk-with-drift.

In Seasonal Naive Technique, we set each forecast to be equal to the last observed value
from the same season of the year (the same month of the previous year for instance).
Moving average is a calculation technique to analyze data by creating a series of
averages of different subsets of the full data set. It is commonly used with time series

data to smooth out short-term fluctuations and highlight long-term trends or cycles.
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e The simplest way to smooth a time series is to calculate a simple, or equally-weighted,
moving average (MA).

e Simple Moving Average with Trend means adding a constant to the simple MA
forecasting equation, analogous to the drift term in the random-walk-with-drift model.

« In a cumulative moving average (CMA), the data arrive in an ordered data series, and
the user would like to get the average of all of the data up until the current observation.

o Weighted average is any average that has multiplying factors to give different weights
to data at different positions in the sample.

o Exponential smoothing is a technique based on the Weighted average approach, that
can be applied to time series data, either to produce smoothed data for presentation, or
to make forecasts.

o Simple exponential smoothing (SES), exponential moving average (EMA), or
exponentially weighted moving average (EWMA) is suitable for forecasting data
without any systematic trend or seasonal pattern.

« Smoothing factor a (0<a<1) is a simple weighted average of the previous observation
Xt-1 and the previous smoothed statistic si-1. There is no formally correct procedure for
choosing a. Values of a close to one have less of a smoothing effect and give greater
weight to recent changes in the data, while values of & closer to zero have a greater
smoothing effect and are less responsive to recent changes.

o The simple exponential smoothing model can be generalized to obtain a linear
exponential smoothing (LES) model that computes local estimates of both level and
trend. It is known as Holt’s Linear Exponential Smoothing and it introduce a second
equation with a second constant, 3, which must be chosen in conjunction with a.

« The interpretation of the trend-smoothing constant g is analogous to that of the level-
smoothing constant « in SES. Models with small values of g assume that the trend
changes only very slowly over time, while models with larger g assume that it is
changing more rapidly.

o Holt-Winters (Triple) Exponential Smoothing takes into account seasonal changes as
well as trends. It comprises the forecast equation and three smoothing equations — one
for the level s, one for trend b, and one for the seasonal component (or seasonal index)
denoted by ct, with smoothing parameters a, # and y.

o The additive method is preferred when the seasonal variations are roughly constant
through the series, while the multiplicative method is preferred when the seasonal

variations are changing proportional to the level of the series.
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« There are many different models to forecast a set of cross-sectional or time-series data.

It should be noted that all models are based on specific assumptions how the particular

real-life case works. We need to understand what these assumptions are. Moreover, we

should be certain that the assumptions of our chosen model are true and be able to

explain and defend them.

KEY TERMS

Additive method

Average method (model)

Best-fit layer (Line)
Cross-sectional data

Cumulative Moving Average
Extrapolation

Fan Chart

Filtering (smoothing)

Holt’s Linear Exponential Smoothing (LES)
Holt-Winters (Triple) Exponential Smoothing
Interpolation

Least Squares (LS) method

Line charts, Line graphs

m-MA

Moving Average Regression Model
Moving average

Multiplicative method

Naive approach- Random Walk
Naive approach

Prediction Interval

Random Walk with Drift

Random Walk without Drift
Randomness (noise)

Regression with Time Series Data
Rule of thumb

Seasonal Naive Technique

Signal

* %k k

122,

144
125
122
119
133
124
123
132
141
144
124
138
121
131
136
130
144
126
125
124
128
128
132
120
124
129
132
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Simple (equally-weighted) Moving Average (MA)
Simple Exponential Smoothing (SES),
exponential moving average (EMA),
exponentially weighted moving average (EWMA)
Simple Moving Average with Trend

Simple Moving Median (MM)

Smoothing factor

Tapered Moving Average

Time series data

Time series, Time series analysis, Time series forecasting
Time-series cross-sectional (TSCS) data

Weighted Moving Average
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137
133
136
138
133
119
120
119
134
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CHAPTER EXERCISES
Conceptual Questions:
1. What is the difference between cross-sectional and time series data? Explain and
illustrate with examples.
2. How can data visualization provide useful prediction information? Discuss.
3. List and briefly discuss the major pros and cons of the best-fit line manual estimation.
4. What are the similarities and the differences between Naive techniques (average model,
random walk and so on) and the simple m-MA model? List and discuss at least three of
them.
5. What are the major types of Exponential Smoothing? Discuss and illustrate with

examples.

Business Applications:
The M&M company Sales Department recorded (see Table 5.2 Sales Data) their monthly
sales (in $ thousands) of product ”A” for four years (2015 through 2019 — file SmallSales.xlIsx):
e Plot the time series of sales of product A. Can you identify seasonal fluctuations
and/or a trend pattern?
e Use MS Excel option ”Add Trendline” and append a 12 ordered MA trend to the
chart. Does it make the trend pattern visualization better? Explain.
e Use MS Excel option Data/Data Analysis/Exponential smoothing to develop
SES model and compute smoothed values for the Sales time series (Check Chart
option). Explain your findings.
Write a short report (up to two pages) discussing your answers.

Table 5.2 Sales Data

Mont\Year 2015 2016 2017 2018 2019
Jan 742 741 896 951 1030
Feb 697 700 793 861 1032
Mar 776 774 885 938 1126
Apr 898 932 1055 1109 1285
May 1030 1099 1204 1274 1468
Jun 1107 1223 1326 1422 1637
Jul 1165 1290 1303 1486 1611
Aug 1216 1349 1436 1555 1608
Sep 1208 1341 1473 1604 1528
Oct 1131 1296 1453 1600 1420
Nov 971 1066 1170 1403 1119
Dec 783 901 1023 1209 1013
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INTEGRATIVE CASE

HEALTHY FOOD SYPPLY CHAIN & STORES
Part 5: Simple Forecasting Models — First Steps in Numerical Predictions

In Chapter 1 we introduced Healthy Food Stores — a fast-growing retail food provider with
12 stores in a northwestern state. The company executives decided to study the effect that
company advertising dollars have on sales. They hoped that examining collected historical data
would reveal relationships that would help determine future advertising expenditures and
predict monthly sales volumes for the upcoming quarter.

After identifying basic parameters, along with input (independent) and output (dependent)
variables of the forecasting scenario in Part 2, the research team determined the main elements
of the forecasting process:

e Forecasting horizon of up to twelve months;

e Quarterly forecast updates, since accuracy decreases as time horizon increases, and
sufficient time is needed to implement possible changes;

e Development of different models based on data patterns, if any, and evaluation of
their accuracy in order to select the most appropriate one;

e Selection of the best forecasting model with no more than 5% forecasting error.

The benchmark forecast computed in Part 3 (using the baseline of one-step naive forecast
as a reference forecast) provided basic values for the most common measures of accuracy MFE,
MAD, MAPE, MPE, MSE and CV(RMSE).

In Part 4, information about the opinion of some important people from the Healthy Food
Stores Company, concerning this specific case, was collected. To study the effect company
advertising dollars have on sales, the research team met three groups of most important people
in the company — the company top executives, the sales managers from all 12 stores and the
most experienced professionals from Advertising Department. To address each group, the
research team applied the following methods accordingly — Delphi method to top executives’
group, Sales-force composite to the sales managers and Scenario writing to the experienced
professionals from Advertising Department.

After collecting such valuable information from different sources, the research team was
ready to make its first steps in Numerical Predictions. Having enough skills in MS Excel and
basic knowledge in Business Statistics they planned to develop different basic forecasting
models, which could be used to expand the baseline of the one-step naive forecast as reference

forecasts.
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Case Questions

1. Open the updated file Data.xIsx from Part 3 and create new spreadsheets for each group

of techniques discussed in this Chapter as follows:

a)

b)

d)

NT spreadsheet for Naive techniques, i.e. Average model, Random Walk with Drift
and Seasonal Naive Technique (recall that Random Walk Without Drift returns the
same predictions as the one-step naive forecast);

MA spreadsheet for Moving Average techniques — only for Simple (equally-
weighted) 12 ordered Moving Average and Simple Moving Average with Trend
(Hint: use average from the first differences of the series as a trend component);
SES spreadsheet for Simple Exponential Smoothing — use MS Excel option
Data/Data Analysis/Exponential smoothing to develop SES model and compute the
smoothed values. Note: The damping factor is the value (1- o), i.e. the smaller alpha
(larger the damping factor), the more the peaks and valleys are smoothed out. The
larger alpha (smaller the damping factor), the closer the smoothed values are to the
actual data points (see Fig.5-13). Values of 0.1 to 0.3 are reasonable smoothing
constants. These values indicate that the current forecast should be adjusted 10
percent to 30 percent for error in the prior forecast. Larger constants yield a faster
response but can produce erratic projections. Smaller constants can result in long
lags for forecast values

TES spreadsheet for Holt-Winters (Triple) Exponential Smoothing (TES). (Hint:
use function FORECAST in MS Excel). Compute 12 periods forecast, i.e. set up

parameter “Stop Forecast” at 48.

2. Use the formulas designed in Part 3 to compute MFE, MAD, MAPE, MPE, MSE and
CV(RMSE) for each new model for the testing dataset of the last 12 months only.

3. Analyze the results:

e How good is the accuracy of the new models relative to the one-step naive
forecast from Part 4? Discuss each model.
e What model provides the best (so far) accuracy? Are there any initial

assumptions/reasons leading to this conclusion?

4. Are there connections between the results from this Part and the findings in previous

Parts of the Case? Explain and give details.

5. What overall recommendations would you make to the research team? Explain why.

6. Write a report on the questions above, discussing all important findings and draw

relevant conclusions about this part of the Integrative Case.
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CHAPTER 6. REGRESSION MODELS

6.1. Association, Correlation and Dependence
Today everybody knows that there is a relationship between consumption and income.
Although Keynes postulated that there is a positive relationship between consumption and
income, he did not specify the precise form of the functional relationship between the two. A
mathematical economist might suggest the following form of the Keynesian consumption
function:
Y=o+ X(0<p1<1) (6-1)

where Y = consumption expenditure and X = income, and Po and 1, kKnown as parameters
of the model, are, respectively, the intercept and slope coefficients of this linear equation.

Since in business and economics most variables are random, a statistician would rather use

the following model:

i Random
Population glc:j;;u;atlon Independent Error
y intercept Coefficient Variable term, or
Dependent | residual
Variable ™| ~ l //
[
Yy =By +BXx+¢ (6-2)
- — —_ H_,
Linear component Random Error
component

The dependent variable y in (6-2) is also known! as a "response variable", "endogenous
variable", "forecast variable", "regressand”, “explained variable", "output variable", etc. The
independent variable? x is also known as a "regressor”, "exogenous variable", "predictor
variable", "factor”, "explanatory variable", "input variable", etc.

The basic way to study an association between two variables is by chart — finding the overall
pattern (if any) and analyzing the deviations from it. Scatter plots like Fig.6-1 are the most

effective graphical technique to study a relationship between two quantitative variables.

Advertising Minutes and $ Sales
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Fig.6-1 Example of Scatter plot representing a relationship between Sales and Advertising
based on specific given data

! See http://en.wikipedia.org/wiki/Dependent_and_independent_variables
2 Some authors prefer not to use the term "independent variable", because the quantities treated as “independent
variable" may, in fact, not be statistically independent.



http://en.wikipedia.org/wiki/Dependent_and_independent_variables

Page 156 Mihail Motzev Business Forecasting Ch.6 Regression Models

The scatterplot (or scatter diagram) is one of the best tools for studying the association of
two variables graphically. A Scatter Diagram is a chart that portrays the relationship between
two variables. Scatterplots are especially helpful when the number of data is large studying a
list is then virtually hopeless. A scatter diagram (see Fig.6-1) plots two measured variables
against each other (for each individual). That is, the x (horizontal) coordinate of a single point
in a scatterplot is the value of one measurement (X) of an individual, and the y (vertical)
coordinate of that point is the other measurement (Y) of the same individual. Such a plot is
known as "a scatterplot of Y versus X" or "a scatterplot of Y against X".

An association is any relationship between two measured quantities that renders them
statistically dependent. The term "association™ is closely related to the term "correlation.” Both
terms imply that two or more variables vary according to some pattern. However, correlation is
more rigidly defined by some correlation coefficient which measures the degree to which the
association of the variables tends to a certain pattern.

Dependence, in general, is any statistical relationship between two random variables or two
sets of data. Correlation refers to any of a broad class of statistical relationships involving
dependence. Formally, dependence refers to any situation in which random variables do not
satisfy a mathematical condition of probabilistic independence?. In loose usage, correlation can
refer to any departure of two or more random variables from independence, but technically it
refers to any of the specialized types of relationship between mean values discussed in 6.2.

It is important to note that neither association nor correlation establish causality. This is
necessary to state because studies which show correlation are sometimes misinterpreted or
misconstrued to the effect that association by itself proves something useful. Association by
itself does not prove or disprove anything and can only at best show that two variables are
mathematically related, whether or not they are causally related. Likewise, it is quite common
(and yet erroneous) for people or groups to state that "studies show..." some given conclusion
which is actually based only on statistical association rather than the implied causality suggested
by the person citing the studies. This is not to say that the studies themselves are invalid, but
rather that a study which looks only for correlation can only establish that there is a correlation,
not proof of why there is a correlation.

"Correlation does not imply causation™ is a phrase in science that emphasizes that a
correlation between two variables does not necessarily imply that one causes the other. Many

statistical tests calculate correlation between variables. A few go further and calculate the

3 Two random variables are independent if the realization of one does not affect the probability distribution of
the other (see https://en.wikipedia.org/wiki/Independence %28probability theory%29).
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likelihood of a true causal relationship. The assumption, that correlation proves causation, is

considered a questionable cause logical fallacy in that two events occurring together are taken

to have a cause-and-effect relationship. Examples of negative, weak and positive correlation.
As with any logical fallacy, identifying that the @%ﬁl

reasoning behind an argument is flawed does not imply L J,‘

that the resulting conclusion is false. However, in 4\‘ o

casual use, the word "imply" loosely means "suggests" '1

rather than "requires”. The idea that correlation and causation are connected is certainly true —
where there is causation, there is a likely correlation. Indeed, correlation is used when inferring
causation.

Edward Tufte (2003, p.4), in a criticism of the brevity of "correlation does not imply
causation", deprecates the use of "is" to relate correlation and causation (as in "Correlation is
not causation™), citing its inaccuracy as incomplete. While it is not the case that correlation is
causation, simply stating their nonequivalence omits information about their relationship. Tufte
suggests that the shortest true statement that can be made about causality and correlation is one
of the following:

e "Empirically observed covariation* is a necessary but not sufficient condition for

causality.”

e "Correlation is not causation but it sure is a hint."

The conventional dictum that "correlation does not imply causation” means that correlation
cannot be used to infer a causal relationship between the variables. This dictum should not be
taken to mean that correlations cannot indicate the potential existence of causal relations.
However, the causes underlying the correlation, if any, may be indirect and unknown, and high
correlations also overlap with identity relations (tautologies), where no causal process exists.
Consequently, establishing a correlation between two variables is not a sufficient condition to
establish a causal relationship (in either direction).

In other words, there can be no conclusion made regarding the existence or the direction of
a cause-and-effect relationship only from the fact that Y and X are correlated. Determining
whether there is an actual cause-and-effect relationship requires further investigation, even
when the relationship between Y and X is statistically significant, a large effect size is observed,

or a large part of the variance is explained.

4 Covariance is a measure of how much two random variables change together — its normalized version is the
correlation coefficient.
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6.2. Simple Linear Regression and Correlation

Sometimes the pattern of association is a simple linear relationship as in the case of the
popular Pearson linear product moment correlation coefficient, although other forms of
correlation are better suited to non-linear associations. There are many statistical measures of
association that can be used to infer the presence or absence of a relationship in a sample of
data. The most important techniques, from a forecasting point of view, are the Correlation and
Regression analysis.

A. Correlation Analysis

Correlation Analysis is a group of statistical techniques to measure the association between
two variables. It is only concerned with the strength of the relationship and no causal effect is
implied.

There are several correlation coefficients, denoted p or r, measuring the degree of
association. The most common of these is the Pearson correlation coefficient which is sensitive
only to a linear relationship between two variables (which may exist even if one is a nonlinear
function of the other). Since then, other correlation techniques have been developed to be more
robust than the Pearson correlation coefficient and to measure other types of relationships, for
example nonlinear (Yule & Kendall, 1950, pp. 258-270; Kendall 1955).

The Pearson product-moment correlation coefficient was developed by Karl Pearson
(1895) from a related idea introduced by (Sir) Francis Galton (1886). It is a measure of the
linear relationship between two variables X and Y and ranges from +1 to —1 inclusive. A value
of 1 implies that a linear equation (Fig.6-2) describes the relationship between X and Y
perfectly, with all data points lying on a line for which Y increases as X increases. A value of
—1 implies that all data points lie on a line for which Y decreases as X increases. A value of 0
implies that there is no linear correlation between the variables. The correlation coefficient is
positive (and indicate a direct relationship) if and only if X and Y lie on the same side of their
respective means. Thus, it is positive if X and Y tend to be simultaneously greater than, or
simultaneously less than, their respective means. The coefficient is negative (i.e. indicate an
inverse relationship) if X and Y tend to lie on opposite sides of their respective means.

Pearson’s correlation coefficient between two variables is defined as the covariance of the
two variables divided by the product of their standard deviations (see equation 6-3). The form
of the definition involves a "product moment", that is, the mean (or the first moment of the
origin) of the product of the mean-adjusted random variables, hence the modifier product-

moment in the name.
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p=-1 ‘ 1< p <0

0< p <+1 p=+1 p=0

Fig.6-2 Examples of scatter diagrams with different values of correlation coefficient (p)

Calculations are very complicated and here we present only the general formula for a
population:
cov(X,Y) _ B[(X — px)(Y — py)]

TxTy TxOy

hard= (6-3)
where, cov is the covariance between X and Y, 6x is the standard deviation of X, px is the
mean of X, and E is the expected value (the mean) of the first moment.

Some authors suggest guidelines for interpretation of the correlation coefficient (p). Of
course, all such criteria are in some ways arbitrary and should not be observed too strictly. The
interpretation of a correlation coefficient depends on the context and purposes. For example, a
correlation of 0.8 may be very low if one is verifying a physical law using high-quality
instruments, but it may be regarded as very high in the social sciences where there may be a
greater contribution from complicating factors.

In business, in general, it is accepted that values of (p) close to 0 (0 up to +/- 0.4) indicate
weak correlation. Values between (both positive and negative) 0.4 and 0.7 indicate moderate
relationship, and between (both positive and negative) 0.7 and 1 — strong correlation. Values of
-1.00 or +1.00 indicate perfect correlation, i.e. deterministic mathematical relationship®.

If a population or data-set is characterized by more than two variables (see Section 6.3 in
this Chapter), a partial correlation coefficient measures the strength of dependence between a
pair of variables that is not accounted for by the way in which they both change in response to

variations in a selected subset of the other variables.

5 Mathematical models that are not deterministic, because they involve randomness are known as stochastic.
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Fig.6-3 Four sets of data with the same correlation of 0.816

It should be noted that the Pearson correlation coefficient indicates the strength of a linear
relationship between two variables, but its value generally does not completely characterize
their relationship. For instance, if the conditional mean of Y given X, denoted E(Y|X), is not
linear in X, the correlation coefficient will not fully determine the form of E(Y|X).

Fig.6-3 shows a well-known example of a set of four different pairs of variables, where all
four y variables have the same mean (7.5), variance (4.12), correlation (0.816) and regression
line (y = 3 + 0.5x). However, as can be seen on the plots, the distribution of the variables is very
different. The first one (top left) seems to be distributed normally and corresponds to what one
would expect when considering two variables correlated and following the assumption of
normality. The second one (top right) is not distributed normally — while an obvious relationship
between the two variables can be observed it is not linear. In this case the Pearson correlation
coefficient does not indicate that there is an exact functional relationship, only the extent to
which that relationship can be approximated by a linear relationship. In the third case (bottom
left), the linear relationship is perfect, except for one outlier which exerts enough influence to
lower the correlation coefficient from 1 to 0.816. Finally, the fourth example (bottom right)
shows another example when one outlier is enough to produce a high correlation coefficient,
even though the relationship between the two variables is not linear.

These examples indicate that the correlation coefficient, as a summary statistic, cannot
replace visual examination of the data. In addition, to characterize and analyze the relationship
between two variables and use it to make predictions we need a further analysis, the Regression

analysis.
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B. Regression Analysis

The concept of regression comes from genetics and was popularized by (Sir) Francis Galton
(1886) during the late 19" century with the publication of Regression towards mediocrity in
hereditary stature. Galton coined the term regression to describe an observable fact in the
inheritance of multi-factorial quantitative genetic traits, namely that the offspring of parents
who lie at the tails of the distribution will tend to lie closer to the center, the mean, of the
distribution. He quantified this trend, and in doing so invented linear regression analysis, thus
laying the groundwork for much of modern statistical modeling.

The intuitive explanation for the regression effect is simple — the variable we are trying to
predict usually consists of a predictable component ("signal™) and a statistically independent
unpredictable component ("noise"). The best we can hope to do is to predict only that part of
the variability which is due to the signal. Hence our forecasts will tend to exhibit less variability
than the actual values, which implies a regression to the mean.

Regression analysis is widely used for predictions, where its use has substantial overlap
with the field of machine learning and data mining (see Chapter 10). It is also used to find out
which among the independent variables are related to the dependent variable, and to explore the
forms of these relationships. In general, the Regression analysis is used to:

e Predict the value of a dependent variable (Y) based on the value of at least one
explanatory variable (X), whose measures are statistically independent. When there is
more than one explanatory variable (see Section 6.3), all of them should be statistically
independent.

e Explain the impact of changes in one (or more) explanatory variable (X) on the
dependent variable (Y).

Many techniques for carrying out regression analysis have been developed. The Ordinary
Least Squares (LS)® and the Linear regression are the most familiar methods, developed long
time ago, during the 19" century. The performance of regression analysis methods in practice
depends on the form of the data generating process, and how it relates to the regression approach
being used. Since the true form of the data-generating process is generally not known,
regression analysis often depends to some extent on making assumptions about this process.
These assumptions are testable if a sufficient quantity of data is available. In a case for making
predictions, Regression models are sometimes useful even when the assumptions are

moderately violated, although they may not perform optimally.

6 The least-squares method is usually credited to Carl Friedrich Gauss (1809) but it was first published by
Adrien-Marie Legendre (1805).
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y

Observed Value
of y for x;

y =Bo +Bx+€

Predicted Value
of y for x;

Random Error for this
x value

Intercept = By

For each value of X, there is a group of ¥ values, and these Y values
are normally distributed. All the means of these normal distributions
of Y values lie on the straight line of regression.

Fig.6-4 Example of data from a linear regression model.

Linear regression analysis is the most widely used of all statistical techniques — it is a study

of linear, additive relationships between variables (Fig. 6-4), usually under the assumption of

independently and identically normally distributed errors (Nau, 2014).

Justification for Regression Assumptions

Testing the assumptions of linear regression (also known as Aptness of the Model) will be

discussed in detail in next sections. Here, some general notes and comments about these

classical assumptions for regression analysis are given:

A

Why should we assume that relationships between variables are linear (technically
linearity means that the mean of the response variable Y is a linear combination of the
regression coefficients £ and the predictor variables X). It is, because:

linear relationships are the simplest non-trivial relationships that can be imagined (hence
the easiest to work with);

regression coefficients g have very clear business interpretation with both, cross-
sectional and time-series data sets (see the examples in this and next sections of the
book);

the "true" relationships between the variables being studied are often at least
approximately linear over the range of values that are of interest to us and

even if they are not, we can often transform the variables (for example using their first

differences as we did in section 5.1) in such a way as to linearize their relationships.

This is a strong assumption, and the first step in regression modeling should be to look at

scatter diagrams (like Fig.6-1) of the variables (and in the case of time series data, plots of the
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variables vs. time), to make sure it is reasonable a priori. After fitting a model, plots (see Fig.6-
5) of the errors (also known as residuals &i =i - i, see equation (6-4) and the comments after
that) should be studied to see if there are unexplained nonlinear patterns.

This is especially important when the goal is to make predictions for scenarios outside the
range of the historical data, where departures from perfect linearity are likely to have the biggest
effect. If we see evidence of nonlinear relationships, it is possible (though not guaranteed) that
transformations of variables (similar to the first differences mentioned above) will straighten
them out in a way that will yield useful inferences and predictions via a linear regression model.

Note that this assumption is much less restrictive than it may at first seem. Because the
predictor variables X are treated as fixed values, rather than random variables (i.e. the predictor
variables X are assumed to be error-free, that is, measured with no error), linearity is in fact
only a restriction on the parameters (regression coefficients ). The predictor variables X
themselves can be arbitrarily transformed, which means that multiple copies of the same
underlying predictor variable can be added, each one transformed differently. This trick is used,
for example, in polynomial regression, which uses linear regression to fit the dependent
variable Y as an arbitrary polynomial function (up to a given rank) of a predictor variable. This
makes linear regression an extremely powerful inference method.

B. Why should we assume that the effects of different explanatory variables X on the

expected value of the dependent variable Y are additive?

This is another assumption, which is especially important in the case of multiple regression
analysis, and stronger than most people realize. It implies that the marginal effect of one
independent variable (i.e., its regression coefficient £) does not depend on the current values of
other independent variables. Nau (2014) asks "Why shouldn’t it"? It is plausible that one
independent variable could amplify the effect of another.

g o® .o: .E

Fig.6-5 Residuals Test for Linearity

residuals
residuals

)
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In a multiple regression model, the estimated coefficient of a given predictor variable X

supposedly measures its effect while "controlling” for the presence of the other X’s. However,

the way in which this "controlling” is performed is extremely simplistic — multiples of other

variables are just added or subtracted.

C. Why should we assume the errors of linear models are independent and normally

distributed with constant variance?

Independence of errors means that errors () in (6-2) are uncorrelated with each other.
Actual statistical independence is a stronger condition than mere lack of correlation and
is often not needed, although it can be exploited if it is known to hold.

A further assumption made by linear regression is that the residuals or errors (¢) are
normally distributed. This is a consequence of the Central Limit Theorem’. Much data
in business and economics are obtained by adding or averaging numerical measurements
performed on many different persons or products or locations or time intervals. As far
as the activities that generate the measurements may oc